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Abstract

This thesis aims to provide methods and algorithms that enhance legged robot lo-

comotion capabilities in various aspects. In recent years, more legged robot solu-

tions have emerged and begun to assume real-world applications like construction

site inspection and law enforcement. As legged robots enter unstructured real-world

scenarios, they need improved motion control stability and more precise state estima-

tion. Through methodical investigations and experiments, this research contributes

several hardware and software innovations that demonstrate significantly improved

stability, mobility, and autonomy for legged robots.

On the control side, the thesis presents a legged robot hardware design incorpo-

rating two reaction wheels, which can be controlled alongside other joint motors in

a model predictive controller. The additional reaction wheels greatly enhance the

robot’s stability. To harness the power of reaction wheels in real-time control, we

explore the efficiency and flexibility of model predictive control. Due to the generic

nature of its underlying numerical optimization framework, model predictive control

can support different robot hardware designs within the same control framework.

On the state estimation side, this thesis develops several real-time odometry solu-

tions combining multiple inertial measurement units, joint encoders, contact sensors,

and cameras to achieve low-drift position estimation during long-term locomotion.

We first study two ways to model error sources in leg odometry to improve estima-

tion performance. Then, we develop two visual-inertial leg odometry solutions that

achieve state-of-the-art estimation accuracy. Along the way, we also systematically

study Kalman filtering and factor graph-based optimization, which are crucial tools

for general robot state estimation.

Additionally, a chapter of this thesis is dedicated to the connection between

iv



optimization-based state estimation and optimization-based control through the fac-

tor graph. The factor graph, commonly used in large-scale state estimation and

mapping, is a nuanced representation that explores sparsity in estimation problems.

This similar sparsity, due to the inherent Markov property of robots, also appears

in optimization-based trajectory generation and control. Thus, the graphical repre-

sentation can illuminate some difficult control problems that are challenging to solve

using conventional recursive methods.
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Chapter 1

Introduction

Legged robots represent a critical frontier in robotics due to their potential to nav-

igate complex and uneven terrains where wheeled robots falter. Their ability to

mimic the mobility of biological organisms allows them to operate in environments

such as disaster sites, rugged outdoor landscapes, and other scenarios that are chal-

lenging for traditional robots. This thesis presents a comprehensive exploration of

novel algorithms and hardware designs aimed at enhancing the locomotion and state

estimation capabilities of legged robots. Although robotic systems with any number

of limbs can be called "legged" robots, in modern times, the term primarily refers to

quadrupeds (four-legged robots) and hexapods (six-legged robots). Robots with more

than six legs are rare, while two-legged robots have their own special terms: biped (if

the robot only has a pelvis and a pair of legs) and humanoid (robots that resemble

the human shape). In this thesis, we mainly use quadrupeds to discuss system and

algorithm designs, but our work can be generalized to robots with any number of

legs.

Our research pivots around the synergy between advanced control theories and
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state estimation techniques, underlined by the common thread of numerical opti-

mization algorithms. By leveraging these advanced techniques, we have made several

contributions that enable legged robots to achieve better balance, stability, and more

precise state estimation, especially long-term position estimation.

In this chapter, we give an overview of the motivation, contributions, and orga-

nization of this thesis. The subsequent chapters will delve into the detailed develop-

ment of these novel algorithms and hardware designs, demonstrating their effective-

ness through rigorous analysis and real-world experiments.

1.1 Motivation

For decades, legged robots have been believed to surpass wheeled robots in terms of

mobility and adaptability. In recent years, rapid developments in hardware compo-

nents and embedded computing have drawn increasing attention to legged robots

from both academia and industry. Numerous advanced legged robot platforms

are now available, such as Boston Dynamics’ Spot [39], ANYmal [59], and Uni-

tree A1 [148]. These robots are capable of performing various tasks in challenging

environments, such as climbing stairs, opening doors, and traversing rough terrains.

The basic designs of legged robots are becoming mature, with robots converging on

a few optimal configurations. As these robots transition from the lab to real-world

applications, it is crucial to continue improving their performance. This includes not

only enhancing existing capabilities but also enabling new functionalities whenever

possible. There are two important aspects to this effort.

On the control side, although most legged robots have converged to a 12-motor

configuration with point feet, there is still room for hardware innovation to improve

stability. The literature already features some excellent hardware innovations that
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achieve this goal by adding spines [129], wheels [11], or tails [111] to legged sys-

tems. We aim to provide an alternative perspective in this direction, exploring novel

hardware designs that can further enhance the stability and performance of legged

robots.

At a high level, our contributions follow a specific design philosophy: we mimic

human and animal shapes but do not constrain ourselves to them. Instead, we focus

on identifying fundamental limitations and error sources and use the most compact

solutions to address these issues, even if the solutions do not resemble animal shapes.

Another important topic is state estimation. As some legged robots have already

entered real-world applications, various sensors have been employed for state esti-

mation and mapping. Legged robots require precise estimation of physical states,

such as body position and orientation (pose), as well as body velocity, to perform

balancing control [14] and path planning [109] on challenging terrains. In many sce-

narios, robots must travel hundreds of meters autonomously [147], performing state

estimation solely using onboard sensors, as external sensors like GPS and motion-

capture systems are often unavailable. We are interested in identifying the most

compact sensor solution that can achieve long-term position estimation. For con-

trol purposes, it is essential to obtain accurate orientation and velocity estimations.

However, if we consider legged robots as measurement instruments, achieving precise

position estimation becomes equally important.

An essential building block for state estimation in these cases is odometry. An

odometer measures the robot’s body velocity or incremental body position displace-

ment, the integration of which results in global position estimation. Due to inevitable

measurement errors, position estimation will drift unless an external sensor provides

absolute global position measurements. Since global information may not always

be accessible, reducing odometry noise is crucial for overall state estimation perfor-
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mance.

Although various odometry solutions have been developed for other mobile robots,

legged robot odometry presents unique challenges and advantages that have yet to be

systematically studied in the literature. Compared to wheels on conventional mobile

robots, legs are less likely to slip even on uneven terrain, but using legs to infer robot

body motion requires more careful modeling efforts. Existing platform-agnostic solu-

tions for GPS-denied environments, such as lidar odometry [167] and Visual-Inertial

Odometry (VIO)[73], are often too expensive and heavy for lightweight legged robots.

VIO works well for drones and autonomous vehicles where motion is smooth and

continuous[118]. But legged robots must deal with uneven terrain, high-frequency

impacts, and contact dynamics, naively migrating VIO to legged robots does not

work well [161, 165].

Some papers have studied the use of additional sensors on legged robots to im-

prove odometry performance [56, 76, 92, 158], but there has been no systematic

discussion of the factors affecting odometry accuracy. Part of the reason is that not

a lot of existing applications require long-term odometry, where legged robots are

mostly operated by humans. Even when autonomous, these robots are designed to

move slowly and carefully, making bulky sensors and additional general Simultane-

ous Localization and Mapping (SLAM)[145] mechanisms sufficient[147]. However,

these solutions are unsuitable for legged robots with limited payload capacity and

onboard resources that need to move quickly in time-critical missions. A low-drift

odometry solution leveraging only lightweight onboard sensors that perform well dur-

ing fast and agile locomotion is needed. One of the core contributions of this thesis

is a systematic study of odometry solutions with different hardware and software

formulations and how control-related factors affect state estimation performance.

Additionally, because numerical optimization is the foundation for both control
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and state estimation, mathematical tools developed for one can be used in the other.

Thus, exploring these connections in legged systems can illuminate some fundamental

aspects of control and state estimation research.

1.2 Thesis Statement

This thesis explores the enhancement of legged robot locomotion and state estima-

tion through innovative algorithms and hardware designs. Adhering to a flexible

design philosophy, we draw inspiration from human and animal shapes without be-

ing constrained by them, focusing on using compact and effective solutions to address

fundamental limitations and error sources in the system. This approach enhances

robots’ existing capabilities and enables new functionalities.

1.3 Thesis Contributions & Overview

The thesis statements are supported by not only new algorithms but also new hard-

ware designs. Each chapter of this thesis contains contributions to either control or

state estimation research. These contributions are not merely isolated instances of

academic exploration; rather, they collectively forge a cohesive narrative that rein-

forces and validates the thesis’s central statements.

Chapter 2 This chapter focuses on control. We propose a novel quadruped hardware

system designed to enhance the balancing capabilities of legged robots.

Using the Model Predictive Control (MPC) framework, we control this

hardware system and demonstrate its significantly improved stability in

real-world experiments. The chapter also provides a detailed explanation
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of MPC, with a particular emphasis on sparsity in MPC, which is crucial

for efficient MPC implementation and closely related to factor graph-

based state estimation. The contents of this chapter have been published

in:

Lee, Chi-Yen*, Shuo Yang*, Benjamin Bokser, and Zachary

Manchester. "Enhanced Balance for Legged Robots Using Reac-

tion Wheels." In 2023 IEEE International Conference on Robotics

and Automation (ICRA), pp. 9980-9987. IEEE, 2023.

Chapter 3 This chapter focuses on state estimation. Building on conventional legged

robot proprioceptive odometry (PO), we identify robot kinematic pa-

rameters as a major error source and propose a novel online calibration

method to estimate these parameters. This method is validated through

simulation and hardware experiments. The chapter also includes an ob-

servability analysis of the calibration problem, providing a general tool

for analyzing the observability of nonlinear systems. The contents of this

chapter have been published in:

Yang, Shuo, Howie Choset, and Zachary Manchester. "Online

kinematic calibration for legged robots." IEEE Robotics and Au-

tomation Letters 7, no. 3 (2022): 8178-8185.

Chapter 4 This chapter focuses on state estimation. It presents Cerberus, a visual-

inertial-leg odometry solution that achieves one of the best long-term

position estimation performances on legged robots. Cerberus employs

a sliding window factor graph formulation to perform real-time sensor

6



fusion of visual, inertial, and leg odometry measurements. Additionally,

online kinematics calibration is used to improve estimation accuracy. The

contents of this chapter have been published in:

Yang, Shuo, Zixin Zhang, Zhengyu Fu, and Zachary Manchester.

"Cerberus: Low-drift visual-inertial-leg odometry for agile loco-

motion." In 2023 IEEE International Conference on Robotics and

Automation (ICRA), pp. 4193-4199. IEEE, 2023.

Chapter 5 This chapter focuses on state estimation. We propose a novel hardware

sensing solution for legged robots that leverages IMUs on the robot’s

feet to augment standard proprioceptive odometry (PO). The Multi-IMU

Proprioceptive Odometry (MIPO) system is developed to harness sensor

data from multiple IMUs. By using foot IMUs, MIPO eliminates a fun-

damental limitation of standard PO, achieving better velocity estimation

accuracy. This improvement is validated through theoretical analysis,

simulations, and hardware experiments. The contents of this chapter

have been published in:

Yang, Shuo, Zixin Zhang, Benjamin Bokser, and Zachary Manch-

ester. "Multi-IMU Proprioceptive Odometry for Legged Robots."

In 2023 IEEE/RSJ International Conference on Intelligent Robots

and Systems (IROS), pp. 774-779. IEEE, 2023.

Chapter 6 This chapter focuses on state estimation but also explores connections to

control. Building on the work presented in Chapters 4 and 5, we pro-

pose combining multiple IMUs, visual sensors, and leg kinematic sensors
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into the same odometry framework to achieve better long-term position

estimation accuracy. This approach significantly upgrades the Cerberus

algorithm, making it almost an order of magnitude more accurate than

its previous version. Moreover, we systematically study how different

control parameters, such as locomotion gait frequency, gait type, and

commanded linear body movement speed, affect state estimation accu-

racy. This provides valuable insights into the co-design of control and

estimation systems for legged robots.

Chapter 7 This chapter focuses on control but also has connections to state esti-

mation. The core idea revolves around the factor graph, which has long

been considered a state estimation tool. Common trajectory optimization

methods, such as the Linear Quadratic Regulator (LQR), are essentially

different forms of numerical optimization. Therefore, the factor graph can

be used to solve control problems that are commonly known to be very

difficult to address. The contents of this chapter have been published in:

Yang, Shuo, Gerry Chen, Yetong Zhang, Howie Choset, and Frank

Dellaert. "Equality constrained linear optimal control with factor

graphs." In 2021 IEEE International Conference on Robotics and

Automation (ICRA), pp. 9717-9723. IEEE, 2021.
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Chapter 2

Enhanced Model Predictive Control

for Legged Robots With Reaction

Wheels

This chapter presents a system development work that uses novel hardware in-

novations to improve legged robot control performance. We introduce a reaction

wheel system that enhances the balancing capabilities and stability of quadrupedal

robots during challenging locomotion tasks. Inspired by both the standard cen-

troidal dynamics model common in legged robotics and models of spacecraft used

in the aerospace community, we model the coupled quadruped-reaction-wheel sys-

tem as a gyrostat and simplify the dynamics to formulate the problem as a linear

discrete-time trajectory optimization problem. Modifications are made to a standard

centroidal model-predictive control (MPC) algorithm to solve for both stance foot

ground reaction forces and reaction wheel torques simultaneously. The MPC prob-

lem is posed as a quadratic program and solved online at 1000 Hz. We demonstrate
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improved attitude stabilization both in simulation and on hardware compared to a

quadruped without reaction wheels, and perform a challenging traversal of a nar-

row balance beam that would be impossible for a standard quadruped. A video of

our experiments is available online1. It is a perfect example that reflects our design

philosophy: the reaction wheels do not mimic human or animal shapes directly, but

they fundamentally improve the system’s controllability. Moreover, Model Predic-

tive Control (MPC) is an important application of numerical optimization in legged

robots. It has close connections to all subsequent chapters.

2.1 Introduction

The core design of quadrupedal robots has largely converged over the past decade:

high-performance contemporary designs share many similarities, including a rigid

torso, four three-degree-of-freedom (3-DOF) legs, and a rounded “point foot” at the

end of each leg. The most popular locomotion gait is the trotting gait, where a pair

of diagonal feet switch contact states together (the gait pattern can be seen in Figure

??). While simple and effective, during locomotion, only two feet are in contact with

the ground at any given time, making the robot’s orientation around the supporting

line connecting the contact feet uncontrollable [60]. Therefore, large body orientation

errors can only be eliminated by frequently switching stance feet [14, 60], making

a quadrupedal robot especially vulnerable to impacts and disturbances during the

two-foot standing phase.

In contrast, terrestrial animals use a multitude of strategies to perform inertial

stabilization during dynamic movements: Humans heavily regulate their angular mo-

mentum through arm movements during locomotion [115], cheetahs use their tails
1https://youtu.be/UroSaUg3Q6k
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Figure 2-1: The Unitree A1 Quadruped walking on a six-centimeter-wide beam with
the assistance of our reaction wheel actuator system and gyrostat MPC controller.

during high-speed chases and turning maneuvers [114], and falling cats adjust their

attitude during falls using their highly flexible spines [100]. To improve the balanc-

ing and stabilization capabilities of quadrupedal robots, it is clear that we need to

augment the current state-of-the-art quadruped design to enhance the robot’s ability

for inertial stabilization.

To bring similar capabilities to quadrupedal robots with a minimum of additional

hardware and control complexity, with our design philosophy in mind, we take in-

spiration from the aerospace industry: Reaction wheel actuators (RWAs) are widely

used on satellites to perform attitude control [45]. We develop a proof-of-concept

RWA module that can be attached to the back of a standard Unitree A1 robot to

provide additional angular momentum control. The 4.3-kg module, shown in Figure

2-1, is compact and has high control bandwidth.
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RWAs offer a number of advantages over other mechanical appendages such as

tails or multi-link limbs: Controllers do not need to consider the non-trivial collision-

avoidance problem between appendages and the robot chassis. And, perhaps most

importantly, RWAs lead to linearized dynamics that can be easily integrated into

the standard centroidal model commonly used in MPC controllers for quadrupeds

[37, 45]. One major drawback of RWAs is their reliance on wheel acceleration to

provide body torque control, which can lead to saturation of rotor speed. In this

chapter, we show that this limitation can be handled effectively by adding a set of

linear inequality constraints in the MPC formulation, and a linear feedback term on

reaction wheel momentum.

In this chapter, we modify the centroidal quadruped dynamics such that it cap-

tures the dynamics of the RWA system, and we use the new dynamics equation in the

classic quadruped MPC framework to control all joint torques and wheel torques at

the same time so that the robot orientation stays controllable during a two-leg stance

phase. The method, which we call Gyrostat MPC, is validated in both simulation

and hardware.

The chapter proceeds as follows: Section 2.2 discusses previous works related

to inertial appendages and reaction wheels; Section 2.3 talks about the background

ideas that we build upon in this chapter; Section 2.4 presents the mechanical design

of the RWA module; Section 2.5 introduces the gyrostat MPC algorithm; and Section

2.6 presents our simulated and hardware results.

2.2 Related Work

In this section, we discuss some previous research results on quadruped balance

control, related works on inertial appendages, and existing works on integrating
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RWAs into legged robot locomotion.

2.2.1 Model-based Control of Legged robots

The classical optimal control framework finds control law of a given system by min-

imizing a optimality criterion. This framework can be realized using numerical opti-

mization [10] as constrained nonlinear programs. The cost functions of such programs

typically includes terms for energy efficiency, stability, and adherence to a desired

trajectory or behavior. And the robot system dynamics are encoded as equality

or inequality constraints [34, 74]. The MPC usually refers to the optimal control

method of solving robot action from the current time to a future time after a certain

“time horizon” as an optimization problem, and then send the first action to the

robot as control. This is in contrast to iterative LQR (iLQR) [88] and differential

dynamic programming (DDP) [142] where similar optimization problems are formu-

lated and not only action but also a feedback control law is solved. Although MPC

does not explicitly solves a feedback law, it is more flexible because different task

constraints can be naturally formulated as constraints and the solution methods stay

the same. In contrast, iLQR and DDP need to carefully consider constraints when

solving the Ricatti equation [81, 143]. The expressiveness of MPC enables it to find

state and action trajectories for very complicated systems even with discrete contact

switches [96, 116].

A majority of recent MPC works address computation efficiency [37, 43]. The

main idea is to leverage the inherent sparsity of MPC problem - each robot state

along the solution trajectory is only affected by the two adjacent states. Therefore

the matrix representation of the constraint of a MPC problem with long horizon

is nearly block tridiagonal. So the problem sparsity can lead to efficient solution
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methods that only grow linearly with horizon length [37, 154].

2.2.2 Legged Robot Balance Strategies

The classical MPC for legged robots to perform body balancing using only ground

reaction forces [13, 14, 30, 37, 105]. While these approaches have demonstrated in-

credible dynamic hardware behavior (including running, galloping, and jumping),

quasi-static motion such as balancing in a highly under-actuated pose remains diffi-

cult. In [29], the authors balance a quadruped in a two-leg under-actuated pose. In

[48], the authors demonstrate the same behavior with careful modeling of the robot

in the balance pose and demonstrate narrow-beam walking in simulation. However,

to the best of our knowledge, no hardware demonstration of continuous locomo-

tion on a narrow beam — where the support polygon is nearly empty — has been

achieved before. In addition to the control problem itself, hardware challenges such

as deformable feet make this difficult to realize in practice as we going to show in

Chapter 3.

2.2.3 Balancing Hardware

Inertial appendages have been widely explored for improving the stability of legged

robots. A spine-like mechanism [129] can offer more control inputs to the system, but

it is very complicated and difficult to manufacture. Tails, which can allow robots to

stabilize their attitude in mid-air without ground contact, have received significant

attention [89]. In [68, 114], the authors designed tails for hexapod and wheeled

robots to perform aerial reorientation maneuvers. In [110], the authors leveraged

the aerodynamics of tails. In [166], the authors introduced a sequential distributed

MPC framework to stabilize legged robot locomotion with tails in simulation. In
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comparison to RWAs, tails can be more lightweight and energetically efficient [89].

However, RWAs offer simpler linearized dynamics and, unlike tail-based systems, do

not encounter self collisions or joint limits.

There are numerous examples of adding RWAs to robots. Arguably one of the

most well-known examples is the Cubli robot [46], which solely uses reaction wheels

to achieve a variety of dynamic behaviors. RWAs have also been installed on bipeds

to improve walking efficiency [21, 22] and to stabilize pitch during high-speed running

[113]. On quadrupeds, RWAs have been studied for potential use in microgravity on

the moon to perform attitude stabilization during jumping [79]. Most prior work

on RWAs use simple proportional-derivative (PD) control laws to perform attitude

stabilization, and do not reason about cross-coupling between the leg actuators and

RWAs. In contrast, we present a new convex MPC algorithm that simultaneously

optimizes both leg and RWA control inputs.

2.3 Background

We now review some concepts from legged robot contorl and state estimation with

a set of notations that will be used throughout the entire thesis.

In general, we use lowercase letters for scalars and frame abbreviations, boldface

lowercase letters for vectors, and upper case letters for matrices and vector sets.

The operation [𝑎; 𝑏; 𝑐] vertically concatenates elements 𝑎, 𝑏 and 𝑐 with the same type

(scalar, vector, or matrix). The operator ⌊𝑣⌋× converts a vector 𝑣 = [𝑣1; 𝑣2; 𝑣3] ∈ R3
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world(w)

robot(r)
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camera(c)

foot(f)

robot(r)

Figure 2-2: Frames & Kinematic parameters of A1 robot. For each leg, its hip XY
offsets to robot body center are represented by 𝑜𝑥 and 𝑜𝑦. 𝑑, 𝑙𝑡 and 𝑙𝑐 are kinematic
offsets from hip to knee and knee to foot.

into the skew-symmetric “cross-product matrix,”

⌊𝑣⌋× =

⎡⎢⎢⎢⎣
0 −𝑣3 𝑣2

𝑣3 0 −𝑣1
−𝑣2 𝑣1 0

⎤⎥⎥⎥⎦ , (2.1)

such that 𝑣 × 𝑥 = ⌊𝑣⌋×𝑥. �̇� is the time derivative of 𝑎.

2.3.1 Coordinate Frames & Rotation Representation

Important coordinate frames are shown in Fig. 2-2. To simplify discussion, we

assume that the IMU frame and the robot’s body frame coincide. We use 𝑝 to

denote the translation vector and 𝑅 to denote the coordinate transformation matrix

from the robot’s body frame to the world frame. The matrix 𝑅 can also be viewed as

a representation of robot orientation, which is an element of special orthogonal group
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𝑆𝑂(3) [91, 103]. Where necessary, we use superscripts and subscripts to explicitly

indicate the frames associated with rotation matrices and vectors, so 𝑅𝑎
𝑏 · 𝑝𝑏 means

the matrix transforms a vector 𝑝𝑏 represented in coordinate frame 𝑏 into coordinate

frame 𝑎 [103]. For brevity, if frame 𝑏 is time-varying, and the context of frame

association is clear, we write 𝑅𝑘 instead of 𝑅𝑤
𝑏(𝑘) to indicate the rotation matrix

is also time dependent. Similarly, 𝑝𝑘 defines a time-varying vector, it can also be

viewed as the origin vector of frame 𝑏𝑘 in the world. The rotation matrix 𝑅 also has

properties such as 𝑅⊤𝑅 = 𝐼 and det(𝑅) = 1, therefore an inverse transformation

from frame 𝑎 into frame 𝑏 satisfies 𝑅𝑏
𝑎 = 𝑅𝑎𝑇

𝑏 = 𝑅𝑎−1

𝑏 .

The rotation matrix is intuitively easy to understand and use in practice, but it

is not an ideal choice for numerical optimization because it consists of 9 parameters.

Two other compact representations, the Euler Angles [37] and quaternions [65] are

preferred in control and estimation related optimizations. In this chapter we focus on

the Euler Angles but defer a detailed introduction to quaternions to later chapters.

Euler Angles

Although there are multiple Euler Angles conventions, we parameterize the robot’s

orientation using Z-Y-X angles [67] (alternatively called Yaw-Pitch-Roll angles or

Tait–Bryan angles). Specifically, 𝜃 = [𝜃𝑟; 𝜃𝑝; 𝜃𝑦] represents an orientation, where 𝜃𝑦,

𝜃𝑝, 𝜃𝑟 are commonly referred as yaw angle, pitch angle, and roll angle respectively.

We denote cos(𝜃𝑖) = 𝑐𝑖 and sin(𝜃𝑖) = 𝑠𝑖 for 𝑖 ∈ {𝑦, 𝑝, 𝑟}. We can construct a rotation

matrix from these angles:

𝑅(𝜃) = 𝑅𝑧(𝜃𝑦)𝑅𝑦(𝜃𝑝)𝑅𝑥(𝜃𝑟) =

⎡⎢⎢⎢⎣
𝑐𝑝𝑐𝑦 𝑐𝑦𝑐𝑝𝑐𝑟 − 𝑐𝑟𝑐𝑦 𝑐𝑟𝑐𝑦 + 𝑐𝑟𝑐𝑦𝑐𝑝

𝑐𝑝𝑐𝑦 𝑐𝑟𝑐𝑦 + 𝑐𝑝𝑐𝑟𝑐𝑦 𝑐𝑟𝑐𝑝𝑐𝑦 − 𝑐𝑦𝑐𝑟
−𝑐𝑝 𝑐𝑝𝑐𝑟 𝑐𝑝𝑐𝑟

⎤⎥⎥⎥⎦ , (2.2)
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which transforms a vector from the robot body (𝑏) frame to the world inertial (𝑤)

frame [103]. More details can be seen at [67].

The derivative of the Z-Y-X angles �̇� is related to the robot body angular velocity

𝜔𝑏 through the following equation:

�̇� =

⎡⎢⎢⎢⎣
𝜃𝑟

𝜃𝑝

𝜃𝑦

⎤⎥⎥⎥⎦ = Ω(𝜃)𝜔𝑏 =

⎡⎢⎢⎢⎣
1 (𝑠𝑝𝑠𝑟)/𝑐𝑝 (𝑐𝑟𝑠𝑝)/𝑐𝑝

0 𝑐𝑟 −𝑠𝑟
0 𝑠𝑟/𝑐𝑝 𝑐𝑟/𝑐𝑝

⎤⎥⎥⎥⎦𝜔𝑏, (2.3)

where Ω(*) is called “Euler’s kinematic” relation [136].

Leg Forward Kinematics

An important concept in multi-rigid body systems is forward kinematics, which de-

scribes the relationship between joint angles and the position of the end-effector. For

the 𝑗th leg of a legged robot, we define 𝜑 as a vector containing all joint angles,

and �̇� as the joint angle velocities. The forward kinematics function is denoted as

𝑝𝑓 = 𝑔(𝜑) ∈ R3, whose output is the foot position in the robot body frame. The

derivative of this equation leads to the kinematic Jacobian matrix 𝐽(𝜑) that maps

�̇� into the foot’s linear velocity in the body frame:

𝑣𝑓 = �̇�𝑓 = 𝐽(𝜑)�̇�. (2.4)

As an concrete example, the forward kinematics function 𝑔 of a leg of a Unitree
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A1 robot with 𝜑 = [𝜑1;𝜑2;𝜑3] and kinematic parameters shown in Figure 2-2 is

𝑔(𝜑) =

⎡⎢⎢⎢⎣
𝑜𝑥 − 𝑙𝑐𝑠23 − 𝑙𝑡𝑠2

𝑜𝑦 + 𝑑𝑐1 + 𝑙𝑡𝑐2𝑠1 + 𝑙𝑐𝑠1𝑐23

𝑑𝑠1 − 𝑙𝑡𝑐1𝑐2 − 𝑙𝑐𝑐1𝑐23

⎤⎥⎥⎥⎦ , (2.5)

where 𝑠𝑖 denotes sin(𝜑𝑖) and 𝑐𝑖 = cos(𝜑𝑖), where 𝑖 = 1, 2. Also 𝑠23 = sin(𝜑2 + 𝜑3)

and 𝑐23 = cos(𝜑2 + 𝜑3). The expression is derived using the product of exponentials

(POE) method [103]. The kinematic Jacobian of 𝑔 is

𝐽(𝜑) =⎡⎢⎢⎢⎣
0 −𝑙𝑐𝑐23 − 𝑙𝑡𝑐2 −𝑙𝑐𝑐23

𝑙𝑡𝑐1𝑐2 − 𝑑𝑠1 + 𝑙𝑐𝑐1𝑐23 −𝑠1(𝑙𝑐𝑠23 + 𝑙𝑡𝑠2) −𝑙𝑐𝑠23𝑠1
𝑙𝑡𝑐2𝑠1 + 𝑑𝑐1 + 𝑙𝑐𝑠1𝑐23 𝑐1(𝑙𝑐𝑠23 + 𝑙𝑡𝑠2) 𝑙𝑐𝑠23𝑐1

⎤⎥⎥⎥⎦ , (2.6)

2.3.2 Centroidal MPC

The robot control problem aims to govern key robot states such as position, velocity,

and orientation to achieve a desired behavior. A legged robot can only achieve

balancing and locomotion by switching contact conditions of legs within a gait cycle.

A foot goes through stance phase and swing phase periodically.

Our controller is built on the widely used convex centroidal MPC framework [14,

37]. Assuming the robot has heavy body and light weight limbs, the body dynamics

can be approximated as a single rigid body with a point mass at the centroid (which

coincides with the center of mass) and the legs are modeled as point mass that can

be governed by conventional PD controller [91]. With these assumptions it is very

convenient to decouple the controller into two sub-problems: swing leg tracking and
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body balancing control.

During swing phase, a swing foot’s position 𝑠(𝑡) moves from lifting up location to

a desired foothold location 𝑠𝑑 through a smooth curve. The desired foothold location

is selected so that the robot get well supported at next contact switch. A standard

selection strategy choose 𝑠𝑑 using the Raibert heuristic [120] such that

𝑠𝑑 = �̄�+ 𝑣𝑡𝑠/2, (2.7)

where 𝑏𝑎𝑟𝑠 is a nominal foot position on the ground right beneath the corresponding

leg hip, 𝑡𝑠 is the swing phase duration, and 𝑣 is the robot body velocity in the world

frame. Foot position 𝑠(𝑡) is then tracked using an end-effector PD controller [37].

The most critical part of the control problem is body balancing control, which

uses an MPC controller with various optimization techniques to achieve fast solution

times. The robot dynamics model, called the centroidal model, neglects the inertia

of the robot’s legs and treats the robot as a single rigid body subjected to ground

reaction forces produced by the feet. Given a body mass 𝑚 and body moment of

inertia expressed in the body frame 𝐽 𝑏, the continuous time dynamic equations of

the centroidal model are

�̇� =

⎡⎢⎢⎢⎢⎢⎢⎣
�̇�

�̇�

�̈�

�̇�𝑏

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑣

Ω(𝜔)𝜔𝑏

1
𝑚
𝑓𝑐 − 𝑔𝑤

(𝐽 𝑏)−1(𝜏𝑐 − 𝜔𝑏 × 𝐽 𝑏𝜔𝑏)

⎤⎥⎥⎥⎥⎥⎥⎦ , (2.8)

where the state of the system includes of the center of mass position 𝑝 ∈ R3, Euler

angle representation of the body attitude 𝜃 ∈ R3, world-frame linear velocity 𝑣 ∈ R3,

and body-frame angular velocity 𝜔𝑏 ∈ R3. The input of the system contains a
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world-frame force input 𝑓𝑐 ∈ R3 and a body-frame torque input 𝜏𝑐 ∈ R3 coming

from ground reaction wrench at the body centroid. The input force and torque are

mapped from the ground reaction forces 𝑓𝑖 = [𝑓𝑥, 𝑓𝑦, 𝑓𝑧]
𝑇 generated by each foot

at position 𝑠𝑖 for foot 𝑖 ∈ 1 . . . 𝐿, where 𝐿 is the number of total legs, through the

following relationship:

⎡⎣𝑓𝑐
𝜏𝑐

⎤⎦ =

⎡⎣ 𝐼3 . . . 𝐼3

𝑅(𝜃)𝑇 ⌊𝑠1⌋× . . . 𝑅(𝜃)𝑇 ⌊𝑠𝑛⌋×

⎤⎦𝑢. (2.9)

where 𝑢 =

⎡⎢⎢⎢⎣
𝑓1
...

𝑓𝑛

⎤⎥⎥⎥⎦ is the control input, and 𝐼𝑛 ∈ R𝑛×𝑛 denotes an 𝑛 by 𝑛 identity

matrix. The ground reaction forces are further subjected to friction-cone constraints

to prevent foot slip on a surface with friction coefficient 𝜇. Often, the friction-

cone constraint is approximated as a pyramid, which enables the constraints to be

expressed as a set of linear inequalities:

−𝜇𝑓𝑧 ≤𝑓𝑥 ≤ 𝜇𝑓𝑧

−𝜇𝑓𝑧 ≤𝑓𝑦 ≤ 𝜇𝑓𝑧.
(2.10)

With the model described in (2.8) and (2.9), the MPC controller enforces the dynam-

ics as a set of constraints in a trajectory optimization problem that is solved online.

The problem can be convexified and formulated as a quadratic program (QP), as

explained in [37]. We briefly review the problem formulation and provide a new way

of visualization of MPC problems, which will facilitate our discussion in subsequent

chapters.
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Mathematically, the most general MPC problem can be formulated as

min
𝑥,𝑢

𝑘−1∑︁
𝑖=0

𝑔(𝑥𝑖,𝑢𝑖)

subject to 𝑥𝑖+1 = 𝑓(𝑥𝑖,𝑢𝑖), 𝑖 = 0 . . . 𝑘 − 1

𝑐(𝑥𝑖,𝑢𝑖) ≤ 0, 𝑖 = 0 . . . 𝑘 − 1

𝑥0 = 𝑥init

(2.11)

in which 𝑔() is a cost function, 𝑓() is the discrete dynamics function, 𝑐() represents

inequality constraint and equality constraints. Moreover, we assume the robot has

a state estimator that estimates the robot state at time 0 as 𝑥init. Once the MPC

problem solution is found, the solved 𝑢0 will be used to control the robot. The ground

reaction forces in the control input 𝑢 are then mapped to the leg joint torques through

the transpose of the kinematic Jacobian.

Problem formulation 2.11 aligns with many conventional numerical optimization

problems [108], thus can be solved by many existing numerical methods. However,

the problem might take a long solver time if cost or dynamics functions are noncon-

vex. Luckily, the MPC problem for legged robots can be convexified by linearizing

the dynamics and cost functions around a nominal trajectory 𝑥𝑟𝑒𝑓 [37] as follows

min
𝑥,𝑢

𝑘−1∑︁
𝑖=0

⃦⃦
𝑥𝑖+1 − 𝑥ref

𝑖+1

⃦⃦
𝑄𝑖

+ ‖𝑢𝑖‖𝑅𝑖

subject to 𝑥𝑖+1 = 𝐴𝑖𝑥𝑖 +𝐵𝑖𝑢𝑖, 𝑖 = 0 . . . 𝑘 − 1

¯
𝑐𝑖 ≤ 𝐶𝑖𝑢𝑖 ≤ �̄�𝑖, 𝑖 = 0 . . . 𝑘 − 1

𝐷𝑖𝑢𝑖 = 0, 𝑖 = 0 . . . 𝑘 − 1

𝑥0 = 𝑥init

(2.12)
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where the cost function is quadratic, the discrete dynamics function is obtained by

linearizing (2.8) and (2.9) around 𝑥𝑟𝑒𝑓 . The inequality constraint is a rewritten

version of (2.10). The equality constraint means that robot legs that are not in

contact with the ground should have 0 forces. More details can be seen in [37]

We want to emphasize the problem sparsity. First, it is possible to express Prob-

lem (2.12) graphically as Figure 2-3. This is not merely a visualization but also a

way to unveil the underlying sparsity structure of the problem. It is known that a

general quadratic programming problem

min
𝑥

1

2
𝑥𝑇𝑄𝑥+ 𝑞𝑇𝑥

subject to 𝐻𝑥− ℎ = 0

𝐺𝑥 ≤ 0

(2.13)

can be solved by the Karush–Kuhn–Tucker (KKT) system

⎡⎢⎢⎢⎣
𝑄 𝐻𝑇 𝐺𝑇

𝐻 0 0

𝐺 0 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝑥

𝜆

𝜈

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
−𝑞

ℎ

0

⎤⎥⎥⎥⎦ , (2.14)

where 𝜆 and 𝜈 are the Lagrange multipliers. For Problem (2.12), the KKT system

can be seen to be a sparse linear system, and the sparsity pattern is exactly the

same as the graph structure shown in Figure 2-3. For example, if we arrange the

decision variables of Problem (2.12) as 𝑥 = [𝑥0,𝑢0,𝑥1,𝑢1, . . . ,𝑥𝑘−1,𝑢𝑘−1]
𝑇 , then the
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𝑥0 𝑥1 𝑥2

𝑢0 𝑢1

‖𝑥0 − 𝑥0,𝑟𝑒𝑓‖2𝑄0
‖𝑥1 − 𝑥1,𝑟𝑒𝑓‖2𝑄1

‖𝑥2 − 𝑥2,𝑟𝑒𝑓‖2𝑄2

𝑢𝑇0𝑅0𝑢0 𝑢𝑇1𝑅1𝑢1

𝑥1 = 𝐴0𝑥0 +𝐵0𝑢0 𝑥2 = 𝐴1𝑥1 +𝐵1𝑢1

¯
𝑐0 ≤ 𝐶0𝑢0 ≤ 𝑐0,𝐷0𝑢0 = 0

¯
𝑐1 ≤ 𝐶1𝑢1 ≤ 𝑐1,𝐷1𝑢1 = 0

Quadratic Objective
Linear Constraint

Figure 2-3: The graphical representation of a MPC problem

𝐺 matrix in the KKT system can be written as

𝐺 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝐴1 𝐵1 −𝐼 0 0 . . . 0 0 0

0 0 𝐴2 𝐵2 −𝐼 . . . 0 0 0
...

...
...

...
...

... . . . ...
...

0 0 0 0 0 . . . 𝐴𝑘−1 𝐵𝑘−1 𝐼

⎤⎥⎥⎥⎥⎥⎥⎦ (2.15)

Moreover, the internal structure of 𝐴𝑖 and 𝐵𝑖 may also be sparse, since each leg of a

legged robot individually contributes to the robot dynamics. Exploiting the sparsity

can lead to very efficient solver.

2.3.3 Gyrostat Dynamics

The dynamics of a rigid body with RWAs can be modeled as a gyrostat [45]. A

gyrostat is a system of coupled rigid bodies whose relative motions do not change
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the total inertia tensor of the system, however, the rotation of these RWAs will

generate additional torques and angular momentums that need to be considered in

control. A set of 𝑘 reaction wheels with perfect static and dynamic balance have a

constant inertia in the body frame of the robot that can be expressed as

J𝑟 =
𝑘∑︁

𝑖=1

L𝑖 (2.16)

where L𝑖 ∈ R3×3 is the inertia of the 𝑖-th wheel expressed in the robot’s body frame.

The total angular momentum of the wheels in the body frame of the robot is

ℎ𝑟 =
𝑘∑︁

𝑖=1

L𝑖(𝜔
𝑏 +𝜓𝑖), (2.17)

where 𝜔𝑏
𝑖 is the body angular velocity of the robot and 𝜓𝑖 ∈ R3 is the angular velocity

of wheel 𝑖 in the robot’s body frame. The total angular momentum of the robot ℎ

is then

ℎ = 𝐽𝑏𝜔
𝑏 + ℎ𝑟 (2.18)

= (𝐽𝑏 + J𝑟)𝜔
𝑏 +

𝑘∑︁
𝑖=1

L𝑖𝜓𝑖. (2.19)

Taking the derivative of the angular momentum yields the equation of motion for

the gyrostat,

𝜏𝑐 = J�̇�𝑏 + 𝜔𝑏 × (J𝜔𝑏 +
𝑘∑︁

𝑖=1

L𝑖𝜓𝑖) + 𝜏𝑟, (2.20)

where J ∈ R3×3 is the sum of 𝐽𝑏 and J𝑟, 𝜏𝑐 ∈ R3 is the total body-frame external

torque on the robot, and 𝜏𝑟 ∈ R3 is the net body-frame torque exerted by the RWAs.

Depending on the RWAs configuration, the wheel-frame angular momentum 𝜌 ∈ R𝑘
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can be mapped to this equation with a constant jacobian matrix Λ𝑟 ∈ R𝑘×3 and the

input torques along the wheel axis 𝑢𝑟 ∈ R𝑘 such that

𝑘∑︁
𝑖=1

L𝑖𝜓𝑖 = Λ𝑇
𝑟 𝜌 (2.21)

𝜏𝑐 = J�̇�𝑏 + 𝜔𝑏 × (J𝜔𝑏 + Λ𝑇
𝑟 𝜌) + Λ𝑇

𝑟 𝑢𝑟. (2.22)

This can be written in the standard manipulator form [91],

𝑀 �̇� + 𝐶(𝑞,𝑣) + 𝜏𝑒𝑥𝑡 = 𝐵(𝑞)𝑢 (2.23)

where the mass matrix 𝑀 , dynamic bias 𝐶(𝑞,𝑣), and control mapping 𝐵(𝑞) for

generalized configuration 𝑞, generalized velocity 𝑣, external torque 𝜏𝑒𝑥𝑡, and control

𝑢 are defined as⎡⎣J 0

0 𝐼𝑘

⎤⎦
⏟  ⏞  
𝑀

⎡⎣�̇�𝑏

�̇�

⎤⎦+

⎡⎣𝜔𝑏 × (J𝜔𝑏 + Λ𝑇
𝑟 𝜌)

0

⎤⎦
⏟  ⏞  

𝐶(𝑞,𝑣)

+

⎡⎣−𝜏𝑐
0

⎤⎦
⏟  ⏞  
𝜏𝑒𝑥𝑡

=

⎡⎣−Λ𝑇
𝑟

𝐼𝑘

⎤⎦
⏟  ⏞  
𝐵(𝑞)

[︁
𝑢𝑟

]︁
. (2.24)

2.4 Hardware Design

This section presents the specifics of the mechanical design of the RWA module,

which is pictured in Fig. 2-4. We use only two RWAs, one for the pitch axis and one

for the roll axis. An RWA for the yaw axis is not included as yaw control is much

less important for stability of the robot. The RWAs are driven by two permanent-

magnet synchronous motors, each with a continuous maximum current draw of 60A,

a maximum speed of 1900 RPM, and a maximum torque output of 4.7 Nm. The
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Figure 2-4: Proof-of-concept RWA system that mounts directly to the back of a
Unitree A1 robot. The system includes two permanent-magnet synchronous motors
that drive two high-inertia flywheels along the roll and pitch axes up to a maximum
speed of 1900 RPM. The system contains its own battery and is capable of generating
a maximum continuous torque of 5 Nm along each axis.

chassis is composed of polycarbonate plates and 3D-printed polylactic acid (PLA).

The overall system has dimensions of 100 × 210 × 300 mm and a total mass of 4.3

kg, including a 2200 mAh lithium polymer battery pack. Variables such as efficiency,

weight, and dimension were not optimized for this prototype. As demonstrated in

Section 2.6, despite the increase in total mass and the change in inertial properties

caused by the addition of the RWA module, the module still significantly improves

the stabilizing capabilities of the robot.
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2.5 Gyrostat MPC

This section describes an MPC framework that jointly solves for RWA torques and

ground-reaction forces for a quadruped equipped with our RWA module. We incorpo-

rate the RWA dynamics into the centroidal quadruped controller using the gyrostat

model, and we linearize the model to use it as a part of a convex discrete-time

trajectory optimization problem.

2.5.1 Gyrostat Quadruped Dynamics

Our RWA module adds two RWAs that provide control over the body angular mo-

mentum in the pitch and roll axes. Combining the centroidal dynamics from (2.8)

and the RWA rotational dynamics from (2.24), we obtain the following equations of

motion:

�̇� =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�̇�

�̇�

�̈�

�̇�𝑏

�̇�

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑣

Ω(𝜔)𝜔𝑏

1
𝑚
𝑓𝑐 − 𝑔𝑤

J−1(𝜏𝑐 + Λ𝑇
𝑟 𝑢𝑟 − 𝜔𝑏 × (J𝜔𝑏 + Λ𝑇

𝑟 𝜌))

𝑢𝑟

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2.25)

where, in addition to the original centroidal model states, we introduce the RWA

momentum state vector 𝜌 ∈ R2×1 and torque input vector 𝑢𝑟 ∈ R2×1 . The control

input vector 𝑢 ∈ R14×1 for the whole system is now expressed as:

⎡⎢⎢⎢⎣
𝑓𝑐

𝜏𝑐

𝑢𝑟

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
𝐼3 . . . 𝐼3 032

𝑅(𝜃)𝑇 ⌊𝑠1⌋× . . . 𝑅(𝜃)𝑇 ⌊𝑠𝑛⌋× 032

023 . . . 023 𝐼2

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
𝑓1
...

𝑓𝑛

𝑢𝑟

⎤⎥⎥⎥⎥⎥⎥⎦ . (2.26)
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We linearize equations (2.25) about a nominal yaw angle 𝜃𝑦 as in [14]. We simplify

the rotation matrix 𝑅(𝜃) as 𝑅𝑧(𝜃𝑦) from (2.2) using small angle approximation, and

we ignore the Coriolis term in the rotational dynamics assuming that body angular

velocity is small. We also assume that the RWAs’ velocity are small during stable

trotting, and we eliminate the same Coriolis term in the Gyrostat dynamics, reducing

the rotation dynamics from (2.26) to where 0𝑛𝑚 represents a 𝑛×𝑚 matrix with all

zero elements, and 0𝑛 represents a 𝑛 × 𝑛 square matrix with all zero elements. We

now linearize (2.25) for a convex MPC formulation assuming that attitude displace-

ment, body angular velocity, and RWA velocities are small during normal operating

conditions. This allows us to parameterize rotation using 𝑅𝑧(𝜃𝑦) and simplify the

rotational kinematics and dynamics from (2.25) to

�̇� ≈ 𝑅𝑇
𝑧 (𝜃𝑦)𝜔

𝑏

�̇�𝑏 ≈ J−1(𝜏𝑐 + 𝑢𝑟).
(2.27)
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Finally, we convert the angular velocities into the inertial frame, and the resulting

linearized dynamics for the gyrostat quadruped model becomes

𝑑

𝑑𝑡

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑝

𝜃

�̇�

𝜔𝑏

𝜌

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

03 03 𝐼3 03 032

03 03 03 𝑅
𝑇
𝑧 (𝜃𝑦) 032

03 03 03 03 032

03 03 03 03 032

023 023 023 023 02

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑝

𝜃

�̇�

𝜔𝑏

𝜌

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

031

031

−𝑔𝑤

031

021

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

03 . . . 032

03 . . . 032

𝐼3
𝑚

. . . 𝐼3
𝑚

032

J−1𝑅(𝜃)𝑇 ⌊𝑠1⌋× . . . J−1𝑅(𝜃)𝑇 ⌊𝑠𝑛⌋× J−1𝑅(𝜃)𝑇Λ𝑇
𝑟

023 . . . 𝐼2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣
𝑓1
...

𝑓𝑛

𝑢𝑟

⎤⎥⎥⎥⎥⎥⎥⎦ ,

(2.28)

where 𝑔𝑤 ∈ R3 represents the gravity vector. The dynamics is now in a linearized

form parameterized by the yaw angle 𝜃𝑦 and foot positions 𝑠𝑖 such that

�̇�(𝑡) = 𝐴(𝜃𝑦)𝑥(𝑡) +𝐵(𝑠1, . . . , 𝑠𝑛, 𝜃𝑦)𝑢(𝑡). (2.29)

2.5.2 MPC Problem

The problem is now linearized with the continuous-time transition and control ma-

trices 𝐴 and 𝐵. We convert those matrices into discrete-time A and B matrices.

This control problem is then posed as a discrete-time convex quadratic program as

Probme (2.12): where 𝑥𝑖,𝑢𝑖 ∈ R14×1, 𝑄𝑖, 𝑅𝑖 ∈ R14×14 are the state of the robot,

control inputs to the robot, and cost matrices for state and control inputs at time

step 𝑖, respectively. The matrices 𝐶𝑖 in (2.12) are used to enforce linearized friction
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cone constraints from (2.10). We also regularize the speed of the RWAs inside the

dynamics penalty term and constrain the RWA torques and speeds with the affine

constraints

¯
𝑢𝑟 ≤ 𝑢𝑟 ≤ �̄�𝑟 (2.30)

¯
𝜌 ≤ 𝜌𝑖 ≤ �̄�, 𝑖 = . . . 𝑘 − 1, (2.31)

where �̄�𝑟,
¯
𝑢𝑟, �̄�𝑟,

¯
𝜌𝑟 represents the upper bound and lower bound of the RWAs

control torque and momentum, respectively. The equality constraints in (2.12) are

used to constrain foot forces to be zero when a foot is in the swing phase. The

solution to the QP problem (2.12) returns the ground reaction forces for each of

the feet in contact with the ground and the torques to be applied to the RWAs.

Finally we convert the ground reaction forces into joint torques using the kinematic

jacobian (2.4)

𝜏𝑖 = 𝐽(𝜑𝑖)𝑖𝑅(𝜃)
𝑇𝑓𝑖, (2.32)

where 𝜏𝑖 ∈ R3, 𝜑𝑖 ∈ R3 and 𝑓𝑖 ∈ R3 are the joint torques, joint angles, and ground

reaction forces for leg 𝑖, respectively.

2.5.3 Angular Momentum Error Feedback

During online MPC execution, we introduce an error feedback term on the angular

momentum of the roll RWA such that

𝜃𝑑𝑟 = 𝜃𝑑𝑟 + 𝑘𝑟𝜌𝑟, (2.33)
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where 𝜃𝑑𝑟 is the nominal desired roll angle that is usually set to 0, 𝑘𝑟 is a feedback

gain for the roll RWA momentum, 𝜌𝑟 is the roll RWA momentum, and 𝜃𝑑𝑟 is the final

desired roll angle used for MPC. We found that this feedback term is essential to

avoid RWA rotor speed saturation during the hardware experiments. There are a

number of factors that contribute to RWA saturation during the hardware exper-

iments, including center-of-mass mismatch between simulated and physical model,

and biases in the state estimation. This feedback term, along with the inequality

constraints in (2.12), keeps the RWA from saturating due to model mismatches and

disturbances.

2.6 Experiments and Results

We now present the simulation and hardware experiment results for the gyrostat

MPC on a Unitree A1 robot equipped with our RWA module. In simulation, we

tested the system’s disturbance rejection and aerial reorientation abilities. On hard-

ware, we tested the system’s balancing capability through a beam walking exper-

iment. To the best of our knowledge, the experiment presented in this chapter is

the first successful hardware demonstration of a beam walk done by a quadruped

robot, where the robot has to continuously balance itself with a near-empty support

polygon.

2.6.1 Hardware/Simulation Setup

We built the gyrostat MPC controller on top of an open-source convex MPC imple-

mentation for the Unitree A1 robot2. The MPC problem from (2.12) is solved using
2https://github.com/ShuoYangRobotics/A1-QP-MPC-Controller
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OSQP [138] online at 1000Hz on a computer equipped with an AMD Threadripper

3 CPU. The MPC employs a 20-step horizon and a 0.05 s time step, and we design

a controller stack that uses the same MPC code to control either a hardware robot

or a simulated robot. On hardware, the control torque command is sent to the robot

joint motors and the RWA drivers via Ethernet. In the simulation, the controller

interfaces with the Gazebo simulator [77]. To reduce the sim-to-real gap, the Gazebo

simulation uses the precise model mass and inertial parameters from the robot man-

ufacturer. It also uses a motor dynamics simulation, a fine-tuned soft foot contact

model, and accurate sensor noise injections according to sensor data sheets.

2.6.2 Locomotion Disturbance Rejection

In the simulated disturbance rejection tests, we applied a 600 N, 650 N, and 700

N force to the y-axis of the robot body while trotting. The impulse used in our

experiment is defined as a continuous force disturbance that lasts 0.05 s, and the dis-

turbance is applied at precisely the same gait phase for each test. The same impulse

is applied to a robot equipped with the RWA module but running the base centroidal

MPC controller [37] and the same robot running the gyrostat MPC controller. Fig-

ure 2-5 shows the roll error response of both robots during the 650 N impulse test

in Gazebo. The maximum roll error is reduced by 26% with faster steady-state con-

vergence. The experiments demonstrate an enhanced ability to recover from sudden

impacts due to better inertial stabilization when the robot is airborne. During the

700 N impulse experiments, the gyrostat MPC controller consistently recovers from

the impact while the base centroidal MPC controller fails. Figure 2-6 demonstrates

this disturbance rejection behavior on hardware, though without precisely quantified

impulses.
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Figure 2-5: Roll error (top) and RWA torque responses (bottom) to a 650 N impulse
applied to the robot’s body y-axis at 𝑡 = 1.2 seconds.
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(a) (b) (c)

Figure 2-6: Hardware impulse test where we provide an impulse force on the robot
during locomotion with a kick. 2-6a shows the robot performing stable trotting when
the impulse is applied. 2-6b shows the robot losing balance on the footholds while
maintaining a stable attitude as it eventually recovers from the impulse in 2-6c.

.

2.6.3 Aerial Re-orientation

We also tested the aerial reorientation capability of the gyrostat MPC controller.

By locking the joints of the robot and solely relying on the torques from the RWAs,

we dropped the robot from a height of 0.5 m with a 0.6 radian initial roll error, as

shown in Figure 2-7. The RWAs were able to correct the robot’s orientation in before

touchdown. This experiment verifies that the RWAs are able to quickly correct large

orientation errors in mid-air.

2.6.4 Balance-Beam Walking

To demonstrate the full capability of the gyrostat MPC controller on hardware,

we perform a traversal of a narrow wooden beam, as shown in Figure 2-1 and the

supplementary video. Since the support polygon is always close to a line, it is

almost impossible for a standard quadruped to perform balancing and locomotion
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Figure 2-7: A drop test sequence where the robot reorients itself with the torques
from the reaction wheels. The robot is initially positioned 50 cm off the ground with
a 0.6 radian roll error. The RWA controller is set to turn on immediately after release
to correct the attitude error.

simultaneously on the beam. In contrast, our robot with the RWA module and the

gyrostat MPC controller is able to maintain a stable roll angle to keep itself from

falling.

Hardware demonstration with the Unitree A1 poses a major challenge — the

robot’s deformable rubber feet cause unwanted vibration at higher walking frequency.

To achieve stable beam walking, we lengthen the gait cycle from 1s to 3s. This

significantly reduced the robot’s walking speed and largely eliminated the vibration.

We also fuse the robot’s proprioceptive sensor data with an external motion-capture

system in a Kalman Filter to achieve sub-centimeter position estimation so the robot

can place foothold locations with sufficient accuracy to stay on the beam, which is

less than 6 cm wide. Figure 2-8 shows the roll angle, roll RWA torque, and roll RWA

velocity collected during the beam walking experiment. The RWA speed and torque

are effectively kept under the threshold limits (200 rad/s and 5 Nm respectively) by
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the MPC constraints.

2.7 Discussion

We have presented a reaction-wheel actuator system that enhances quadrupedal

robots’ balancing and stabilization abilities during challenging locomotion tasks. We

have shown that RWAs can be integrated into a state-of-the-art MPC framework

with a few relatively minor modifications, and we have demonstrated our proposed

gyrostat MPC controller in a series of hardware and simulation experiments. Our

simulated experiments demonstrate that the RWA module helps the quadruped han-

dle larger disturbances and gives it self-righting capabilities in mid-air. On hard-

ware, we have successfully demonstrated the first narrow-beam walking performed

by a quadruped. We believe that RWA modules like ours can be better optimized

for lower power consumption and weight, and be integrated into many legged robot

designs for improved robustness. The benefit of MPC
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Figure 2-8: Roll angle, roll RWA torque, and roll RWA velocity during the hardware
beam walking experiment.
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Chapter 3

Proprioceptive Odometry and Online

Kinematic Calibration

This chapter introduces a classical state estimation technology for legged robots:

Kalman filter-based proprioceptive odometry. We then describe an online method to

calibrate certain kinematic parameters that can be difficult to measure offline due to

dynamic deformation effects and rolling contacts. A kinematic model of the robot’s

legs that depends on these parameters is used, along with measurements from joint

encoders, foot contact sensors, and an inertial measurement unit (IMU), to predict

the robot’s body velocity. This predicted velocity is then compared to another ve-

locity measurement from, for example, a camera or motion capture system. The

difference between them is used to compute an update on the kinematic parameters.

The method can be incorporated into any Kalman filter observation model involving

leg odometry. We provide a theoretical observability analysis of our method, as well

as validation both in simulation and on hardware. Hardware experiments demon-

strate that online kinematic calibration can significantly reduce position drift when
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relying on odometry.

3.1 Introduction

Control and state estimation algorithms for legged robots depend critically on leg

kinematic parameters. During locomotion, a planner calculates foot positions to

generate collision-free foot-swing trajectories [121], and an estimator computes foot

velocities to estimate the robot body’s velocity [14, 19]. Foot positions and velocities

are calculated using the forward kinematics [14, 103], which depend on kinematic

parameters such as leg link lengths and motor offset distances.

On legged robots, the Leg Odometry (LO) [24] is commonly used to estimate

robot body velocity. Assuming non-slipping contact, the joint angle velocity mea-

surements of a leg can be mapped into a body velocity estimation by the Jacobian

of the forward kinematics. Inaccurate leg-length knowledge can lead to velocity esti-

mation errors, as shown in Fig. 3-1b, which prevent the robot state estimator from

getting correct odometry information.

Existing legged robot controllers usually use fixed leg-length values obtained from

a 3D model of the robot or manual measurement [14, 59, 158]. However, actual

kinematic parameters are often not precisely known due to manufacturing variations,

wear over time, rolling contacts, and dynamic deformation during normal operation

(see Fig. 3-1a). Taking the Unitree A1 robot’s kinematic structure as an example

[148], its deformable foot makes the calf link length vary between 0.19-0.22 m. When

the robot moves at 2.0m/s, joint angle velocity can reach 20rad/s, then a 0.01m error

in link length leads to 0.2m/s velocity estimation error. If we integrate this poor

velocity estimate to get a position estimate, position drift can grow by 0.2m every

second. Moreover, it is possible for the leg to experience sudden length changes due
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to external impacts or damage. Although the controller may be robust enough to

maintain balance [32], knowledge of the new length can greatly improve stability and

reduce foot slip. Therefore, online calibration of kinematic parameters can be hugely

beneficial during robot operation.

We propose a method to enable legged robots to calibrate unknown kinematic

parameters online. We design a velocity measurement model that compares the LO

velocity with accurate body velocity information from an external motion-capture

system or visual odometry [86], and use the difference between these measurements

to update the kinematic parameters. This can be integrated into many standard

state-estimation algorithms so that kinematic parameters can be estimated in real

time together with the robot’s state.

We present experiments with a Kalman filter that demonstrate position drift

can be reduced by up to an order of magnitude through online calibration. We

also show doing online calibration in an optimization-based sliding-window state

estimator [118] is possible.

The chapter proceeds as follows: In Section 3.2 we survey related work in kine-

matics calibration and legged robot state estimation. Section 3.3 reviews Kalman

filtering and forward kinematics. In Section 3.4 we define the calibration problem,

derive our solution, and provide an observability analysis. The results of simula-

tion and hardware experiments are presented in Section 3.5. Finally, Section 3.6

concludes the chapter.

Our contributions include:

• A measurement model to calibrate unknown kinematic parameters of legged

robots online and reduce odometry drift.

• A theoretical observability analysis to examine which kinematic parameters are
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Figure 3-1: (a) Foot compression during locomotion changes calf length. (b) Body
velocity inferred from kinematics of the Leg 2 (front-left) with wrong calf length
(yellow) has larger error comparing to that using calibrated length (red). we enlarge
possible leg length error to make velocity error more perceptible. The shaded green
regions are periods when the leg not contacts the ground, during which the LO
velocity is meaningless. (c) Our method calibrates calf length of the Leg 2 to around
0.21m (dash line) whatever the initial length value is.

42



observable.

• Integration of the measurement model into two different state estimators.

• Experimental validation on a Unitree A1 robot.

3.2 Related Work

We first review legged robot state estimation, with a particular focus on using propri-

oceptive odometry to obtain robot body position, velocity, orientation, and rotation

rate for control purposes. Following this, we review works on kinematic calibration.

3.2.1 Legged Robot State Estimation

Research on onboard real-time state (including mainly pose and velocity) estimation

for legged robots became popular in the recent decade [14, 19, 56, 75, 125, 158,

165]. With the increasing commercial availability of low-cost quadrupedal [39, 148]

and humanoid robots, there is a strong need for cost-effective and reliable sensing

solutions for such robots with limited computation resources.

Leg Odometry (LO) is the earliest state estimation method for humanoid and

hexapod robots [70, 90]. The robot pose can be calculated using the leg kinematics

from feet that are in stable contact with the ground. Repeated dead reckoning using

stance foot allows position trajectory to be estimated [124]. However, LO itself is

prone to errors such as foot slippage and joint encoder noise. [123, 134] combines IMU

and LO using Extended Kalman Filters (EKF) to improve accuracy and robustness.

An observability analysis presented in [19] shows that on a 12DOF quadruped robot,

the body pose, velocity, and IMU biases can be recovered using one body IMU, joint

encoders, and foot contact sensors stably. This EKF formulation is also applicable
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to humanoid robots [125]. A similar linear KF formulation is proposed in [14]. The

invariant EKF is proposed in [53] to improve orientation estimation convergence.

Since all sensors are proprioceptive, in other words, contained within the body of

the robot, these methods all belong to Proprioceptive Odometry (PO). Moreover,

although many variations on the EKF have been proposed, they all use the same basic

types and number of sensors. The inertia information aids contact sensing [17, 23] to

ensure LO is only used while feet are in contact. Some algorithms estimate contacts

using kinematic information [61], eliminating the dependency on foot contact sensors.

In PO methods, velocity estimations are typically good enough for stable closed-loop

control, but position drifts are often as high as 10%-15% [19, 53, 75, 159]. The

reason is, in addition to foot slippages, a legged robot also often experiences link

deformations, rolling ground contacts [163], and excessive impacts with the ground,

all of which lead to either large sensor noise or incorrect or biased velocity estimation

if sensor measurement models do not capture the actual contact behavior. It has been

shown that addressing these issues properly in PO can improve position estimation

accuracy [163]. Nevertheless, PO is widely used because not all legged robot control

applications require high-accuracy position estimation.

3.2.2 Kinematics calibration

Kinematics calibration for robot manipulators has been studied for decades [126].

Standard methods use the error between the end-effector position output from the

forward kinematics model and position measurement from an accurate sensor to

update the model parameters. Early calibration approaches relied on laser trackers

[106]. Today, “hand-eye” calibration with computer vision is accurate enough to

calibrate manipulators and even humanoid robot arms [107].
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Online parameter calibration during state estimation has also been investigated

in multi-sensor fusion. When using different sensors together to estimate robot pose

(position and orientation), rigorous observability proofs have demonstrated that the

extended Kalman Filter (EKF) [73, 86] can estimate spatial transformations among

sensors (extrinsics). The visual-inertial system (VINS) [119] calibrates not only IMU-

camera extrinsics parameters, but also sensor time delay in a sliding-window (also

called fix-lag smoother [101] or receding-horizon [104]) optimization based estima-

tion scheme. This work shows that, in visual-inertial odometry, jointly estimating

robot state, sensor bias, and sensor transformations can reduce long-term position

estimation drift. The observability study of these parameters to guarantee that they

can be estimated in both EKF and optimization-based state estimators is done in

[168].

Only a few existing works consider online kinematics-parameter calibration in

legged robot state estimation, and the effects of parameter variations over time on

estimator performance has not been well studied in the literature. Fusing IMU

data and LO velocity in Kalman filters has been used on several different robots

[14, 19, 24]. The invariant EKF was introduced in [53] to improve filter convergence.

Optimization-based methods were proposed in [54, 158, 160]. The position drift due

to leg odometry was studied in [159], where drift was compensated by a body velocity

bias.

With the aid of special markers, “foot-eye” kinematics calibration on legged robots

was demonstrated in [15]. The authors of [122] calibrated camera extrinsics in an

optimization-based legged robot state estimator. A measurement model to allow the

robot’s controller to adapt to dynamic model changes online was proposed in [140].

Dynamic deformation during bipedal locomotion was considered in [153], where the

deformation is modeled as rotations among links. Estimating the deformation im-
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proves both position estimation and control. Finally, the kinematics calibration

method proposed in [18] is similar to ours. However, it runs an expensive offline

batch optimization and no observability analysis is provided.

3.3 Background

In this section we provide a detailed explanation to quaternion rotation representa-

tion and extended Kalman filtering. These two topics are fundamental to the rest

of the thesis and extensively used in the algorithm implementation of this chapter,

Chapter 4, Chapter 5, and Chapter 6.

3.3.1 Quaternion

A quaternion represents a spatial rotation in the following form

𝑞𝑤 + 𝑞𝑥i+ 𝑞𝑦j+ 𝑞𝑧k (3.1)

where 𝑞𝑥, 𝑞𝑦, 𝑞𝑧, and 𝑞𝑤 are real numbers. i, j, and k are basis elements. The

Hamilton convention for basis element operations is

i2 = j2 = k2 = ijk = −1 (3.2)

We often quaternion as

𝑞 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑞𝑥

𝑞𝑦

𝑞𝑧

𝑞𝑤

⎤⎥⎥⎥⎥⎥⎥⎦ (3.3)
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where 𝑞𝑤 is the scalar part and q𝑣 = [𝑞𝑥; 𝑞𝑦; 𝑞𝑧] is the vector part. So it can also be

written as

𝑞 =

⎡⎣q𝑣

𝑞𝑤

⎤⎦ (3.4)

A unit quaternion is a quaternion with unit norm ‖𝑞‖ = 1. It can always be

written as

𝑞 =

⎡⎣u sin 𝜑
2

cos 𝜑
2

⎤⎦ (3.5)

The vector u is a rotation axis and 𝜑 is a rotational angle.

3.3.2 Quaternion Multiplicative Map

The quaternion multiplication is shown to be [135]

𝑝⊗ 𝑞 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑝𝑥

𝑝𝑦

𝑝𝑧

𝑝𝑤

⎤⎥⎥⎥⎥⎥⎥⎦⊗
⎡⎢⎢⎢⎢⎢⎢⎣
𝑞𝑥

𝑞𝑦

𝑞𝑧

𝑞𝑤

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑝𝑤𝑞𝑥 + 𝑝𝑥𝑞𝑤 + 𝑝𝑦𝑞𝑧 − 𝑝𝑧𝑞𝑦
𝑝𝑤𝑞𝑦 − 𝑝𝑥𝑞𝑧 + 𝑝𝑦𝑞𝑤 + 𝑝𝑧𝑞𝑥

𝑝𝑤𝑞𝑧 + 𝑝𝑥𝑞𝑦 − 𝑝𝑦𝑞𝑥 + 𝑝𝑧𝑞𝑤

𝑝𝑤𝑞𝑤 − 𝑝𝑥𝑞𝑥 − 𝑝𝑦𝑞𝑦 − 𝑝𝑧𝑞𝑧

⎤⎥⎥⎥⎥⎥⎥⎦ (3.6)

This allows us to write the quaternion multiplication into matrix multiplication form

𝑝⊗ 𝑞 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑝𝑤 −𝑝𝑧 𝑞𝑦 𝑝𝑥

𝑝𝑧 𝑝𝑤 −𝑝𝑥 𝑝𝑦

−𝑝𝑦 𝑝𝑥 𝑝𝑤 𝑝𝑧

−𝑝𝑥 −𝑝𝑦 −𝑝𝑧 𝑝𝑤

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣
𝑞𝑥

𝑞𝑦

𝑞𝑧

𝑞𝑤

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑞𝑤 𝑞𝑧 −𝑞𝑦 𝑞𝑥

−𝑞𝑧 𝑞𝑤 𝑞𝑥 𝑞𝑦

𝑞𝑦 −𝑞𝑥 𝑞𝑤 𝑞𝑧

−𝑞𝑥 −𝑞𝑦 −𝑞𝑧 𝑞𝑤

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣
𝑝𝑥

𝑝𝑦

𝑝𝑧

𝑝𝑤

⎤⎥⎥⎥⎥⎥⎥⎦ (3.7)
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By inspection we can write these matrices as

ℒ(𝑝) =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑝𝑤 −𝑝𝑧 𝑞𝑦 𝑝𝑥

𝑝𝑧 𝑝𝑤 −𝑝𝑥 𝑝𝑦

−𝑝𝑦 𝑝𝑥 𝑝𝑤 𝑝𝑧

−𝑝𝑥 −𝑝𝑦 −𝑝𝑧 𝑝𝑤

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎣𝑝𝑤I+ ⌊p𝑣⌋× p𝑣

−p𝑇
𝑣 𝑝𝑤

⎤⎦ (3.8)

and

ℛ(𝑞) =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑞𝑤 𝑞𝑧 −𝑞𝑦 𝑞𝑥

−𝑞𝑧 𝑞𝑤 𝑞𝑥 𝑞𝑦

𝑞𝑦 −𝑞𝑥 𝑞𝑤 𝑞𝑧

−𝑞𝑥 −𝑞𝑦 −𝑞𝑧 𝑞𝑤

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎣𝑞𝑤I− ⌊p𝑣⌋× q𝑣

−q𝑇
𝑣 𝑞𝑤

⎤⎦ (3.9)

where ⌊*⌋× is defined as (2.1). Therefore

𝑝⊗ 𝑞 = ℒ(𝑝)𝑞 = ℛ(𝑞)𝑝 (3.10)

3.3.3 Quaternion & Rotation Matrix

We introduce a matrix 𝐵 =

⎡⎣𝐼3×3

0

⎤⎦ that converts a vector in R3 to a quaternion

with zero scalar part. We denote rotation matrix 𝑅(𝑞) ∈ 𝑆𝑂(3) as a function of 𝑞,

which is in the form of

𝑅(𝑞) = 𝐵𝑇ℒ(𝑞)ℛ(𝑞)𝑇𝐵. (3.11)

3.3.4 Quaternion Exponential & Logarithm Maps

In both robot control and estimation, two critical tools are the exponential map (exp

map) and the logarithmic map (log map) of rotations. These tools are necessary to
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properly define derivatives and perturbations of rotations. To understand it well we

recommend reading [135].

Any 𝑆𝑂(3) element can be viewed as a rotation angle 𝜑 around an unit axis 𝑢.

(Actually, according to the Chasles’ theorem, any spatial displacement of a rigid body

can be defined by a rotation about an axis and a translation along the same axis.)

This angle-axis parameterization is commonly used for explaining and visualizing a

rotation. It can be written as a quaternion

𝑞 =

⎡⎣𝑢 sin(𝜑
2
)

cos(𝜑
2
)

⎤⎦
This half angle comes from the fact that quaternion has a “double cover” property

[135]. Let’s call vector 𝜃 = 𝜑𝑢 a 3-parameter representation of the rotation, and

define

Exp(𝜃) =

⎡⎣𝑢 sin(𝜑
2
)

cos(𝜑
2
)

⎤⎦ (3.12)

as the quaternion exponential map, which converts a 3-parameter representation to

a quaternion.

The logarithm map is essentially the inverse of the exponential map. It converts

a quaternion to a 3-parameter representation as angle-axis parameterization. From

(3.12), it can be seen that we can get angle and axis easily and define the logarithm

map as

Log(𝑞) = 𝜃 = 𝜑𝑢 = 2arctan(‖𝑞𝑣‖, 𝑞𝑤) · 𝑞𝑣/‖𝑞𝑣‖ (3.13)

where 𝜑 = 2arctan(‖𝑞𝑣‖, 𝑞𝑤) is the rotation angle, and 𝑢 = 𝑞𝑣/‖𝑞𝑣‖ is the rotation

axis.
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3.3.5 Small Angle Exp & Lop Maps

In practice we need some approximation to the exp and the log map. For one

thing, we don’t want to use (3.13) when the rotation is small - if ‖𝑞𝑣‖ approaches 0,

it will cause numerical problems. However, small rotation is ubiquitous in rotation

related state estimation and optimal control. For another, we often need the following

Jacobian matrix
𝜕Log(𝑞 ⊗ Exp(𝜃))

𝜕𝜃
. (3.14)

The term

𝑞 ⊗ Exp(𝜃) (3.15)

is called small angle update. We will explain the significance of this matrix in the

next section. With arctan and ‖𝑞𝑣‖ involved, it is really hard to write down the

jacobian analytically.

In this work, we use approximations of the exponential and logarithm maps com-

mon in spacecraft attitude estimation [84] and visual-inertial odometry [118]:

Exp(𝜃) ≈

⎡⎣ 1

𝜑
2
u

⎤⎦ , (3.16)

Log(𝑞) = 𝜑u ≈ 2𝑞𝑣. (3.17)

We also make use of a similar first-order approximation of the matrix exponential [51]:

Exp(𝜃) ≈ (𝐼 + ⌊𝜃⌋×). (3.18)

The result quaternion in (3.16) is not a unit quaternion so a manual normalization
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can be added after performing small angle update 𝑞⊗Exp(𝜃). With this simplication,

the jacobian matrix 3.14 is also got simplified as

𝜕Log(𝑞 ⊗ Exp(𝜃))
𝜕𝜃

=

⎡⎢⎢⎢⎣
𝑞𝑤 −𝑞𝑧 𝑞𝑦

𝑞𝑧 𝑞𝑤 −𝑞𝑥
−𝑞𝑦 𝑞𝑥 𝑞𝑤

⎤⎥⎥⎥⎦ = 𝑞𝑤I+ ⌊𝑞𝑣⌋× (3.19)

where 𝑞𝑣 = [𝑞𝑥; 𝑞𝑦; 𝑞𝑧] and 𝑞𝑤 are elements of 𝑞. This is the top-left 3 × 3 block of

ℒ(𝑞) as defined in 3.8. We can write ℒ(𝑞)3×3 to denote it.

In literature, there are other approximations to the exp and log map. For exam-

ple, the Rodrigues parameters and Cayley map [7] is used in LQR based trajectory

optimization problems [65], which is defined as

𝛿𝑞 = Exp𝑐𝑎𝑦𝑙𝑒𝑦(𝛿𝜃) =
1√︀

1 + ‖𝛿𝜃‖2

⎡⎣ 1

𝛿𝜃

⎤⎦ . (3.20)

And the inverse Cayley map [65]

Log𝑐𝑎𝑦𝑙𝑒𝑦(𝑞) = 𝑞𝑣/𝑞𝑠

converts small angle into the Rodrigues parameters 𝛿𝜃.

3.3.6 Quaternion Kinematics

The Exp Map allows for defining derivatives of quaternions which is critical for IMU

kinematics.

If a rigid body has an orientation 𝑞 and it rotates at an body frame angular

velocity 𝜔. The changing rate of the quaternion coefficients is
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�̇� = lim
Δ𝑡→0

𝑞 ⊗ Exp(𝜔∆𝑡)− 𝑞
∆𝑡

= lim
Δ𝑡→0

𝑞 ⊗

⎡⎣1
2
𝜔∆𝑡

1

⎤⎦− 𝑞 ⊗
⎡⎣0
1

⎤⎦
∆𝑡

=
1

2
𝑞 ⊗

⎡⎣𝜔
0

⎤⎦ (3.21)

3.3.7 Rotation Matrix Exp & Log Map

Similiar in the quaternion case, a rotation angle 𝜑 and an rotation axis 𝑢 can be

writen as a rotation matrix as well. This is the rotation matrix exponential map

Exp(𝜑𝑢) = 𝑒𝜑⌊𝑢⌋
×
= 𝐼 + 𝜑⌊𝑢⌋× +

1

2
𝜑2(⌊𝑢⌋×)2 + 1

3
𝜑3(⌊𝑢⌋×)3 + · · · , (3.22)

The Rodrigues rotation formula proves that

Exp(𝜑𝑢) = 𝐼 + sin𝜑⌊𝑢⌋× + (1− cos𝜑)(⌊𝑢⌋×)2 (3.23)

Also in practice this exponential map can be simplified by approximiation. We

truncate the Taylor series in 3.22, then let

Exp(𝜑𝑢) ≈ 𝐼 + 𝜑⌊𝑢⌋× (3.24)

or we just write

Exp(𝜔) ≈ 𝐼 + ⌊𝜔⌋× (3.25)

for any 𝜔 ∈ R3 with small norm.

The rotation matrix exponential map (especially the simplified version) is some-

times prefered during rotation related derivation because it is a 3-by-3 matrix that
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performs vector rotation by direct multiplcation. Also it is a bit cleaner than quater-

nion exponential map because the half angle in quaternion can be confusing some-

times.

On the other hand, the rotation logarithm map is not easy to work with. Given a

rotation matrix 𝑅, its logarithm map Log(𝑅) = 𝜑𝑢 recovers the rotation angle and

axis as

𝜑 =arccos(
𝑡𝑟𝑎𝑐𝑒(𝑅)− 1

2
) (3.26)

𝑢 =
[𝑅−𝑅𝑇 ]∨

2 sin𝜑
(3.27)

where []∨ is the inverse of Eqn. (2.1) This map is undefined when 𝑅 is identity so it

potentially has numerical problems for small angles.

3.3.8 Rotation Kinematics

If a rigid body has an orientation 𝑅 and it rotates at an body frame angular velocity

𝜔. The changing rate of the rotation matrix coefficients is

�̇� = lim
Δ𝑡→0

𝑅⊗ Exp(𝜔∆𝑡)−𝑅
∆𝑡

= lim
Δ𝑡→0

𝑅(𝐼 + ⌊𝜔∆𝑡⌋×)−𝑅
∆𝑡

= 𝑅⌊𝜔⌋× (3.28)

3.3.9 IMU-driven Error-state Kalman Filter

One of the standard approaches to estimate a robot’s pose and velocity is the ex-

tended Kalman Filter (EKF) [135]. When working with EKF, we often first formulate

the continuous time process model

�̇� = 𝑓(𝑥) + 𝑤, (3.29)
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where 𝑓 is a state evolution function and 𝑤 is the noise. In reality, the true state 𝑥𝑡

cannot be directly measured, nor does the noise. Our best knowledge is

˙̂𝑥 = 𝑓(�̂�). (3.30)

Compute the Taylor expansion around 𝑥 = �̂�+ 𝛿𝑥, then we can easily see

𝛿�̇� =
𝜕𝑓

𝜕𝑥

⃒⃒⃒⃒
�̂�𝑡−1

𝛿𝑥+ 𝑤. (3.31)

This model is the error dynamic process model which describes how the error of

our estimation evolves. In practice we need its discrete time version because sensor

data arrives periodically. Although precise discretization is complicated, a practical

simplication for two consecutive time instances 𝑡− 1 and 𝑡 is

𝛿𝑥𝑡 = 𝐹 |�̂�𝑡−1𝛿𝑥𝑡−1 + 𝑤 = (𝐼 +∆𝑡
𝜕𝑓

𝜕𝑥

⃒⃒⃒⃒
�̂�𝑡−1

)𝛿𝑥𝑡−1 + 𝑤 (3.32)

At each time instance 𝑡 we also get some sensor data 𝑧𝑡, we know it is an obser-

vation of the underlying true state

𝑧𝑡 = ℎ(𝑥𝑡) + 𝑣, (3.33)

where ℎ is a measurement model, and 𝑣 is the measurement noise. Also, using the

same measurement model, we can calcuate an expected output given our current

state estimation

𝑦𝑡 = ℎ(�̂�𝑡). (3.34)
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The two equations give us

𝑧𝑡 − 𝑦𝑡 = 𝑧𝑡 − ℎ(�̂�𝑡) =
𝜕ℎ

𝜕𝑥

⃒⃒⃒⃒
�̂�𝑡

𝛿𝑥𝑡 + 𝑣 (3.35)

Eqn (3.32) and eqn (5.3) allows us to formulate the error state Kalman Filter

(ESKF). Denote “innovation” 𝑠𝑡(𝑥) = 𝑧𝑡 − ℎ(𝑥), 𝐹 = 𝐼 +∆𝑡𝜕𝑓
𝜕𝑥

, 𝐻 = 𝜕ℎ
𝜕𝑥

, covariance

of 𝑤 as 𝑄, and covariance of 𝑣 as 𝑅. With ignoring some technical caveats, we define

the ESKF as follows:

Algorithm 1: Error State Kalman Filter
procedure

�̂�𝑡−1 = 𝑥0 ◁ Initial State
𝑃𝑡−1 = 𝑃0 ◁ Initial Covariance
𝛿𝑥𝑡−1 = 0 ◁ Assume �̂�𝑡−1 = 𝑥𝑡−1

𝛿𝑥𝑡|𝑡−1 = 𝐹 |�̂�𝑡−1𝛿𝑥𝑡−1 ◁ Can be neglected since always 0
𝑃𝑡|𝑡−1 = 𝐹𝑃𝑡−1𝐹

𝑇 +𝑄 ◁ Process Update
𝑠𝑡 = 𝑧𝑡 − ℎ(�̂�𝑡−1) ◁ Innovation evaluated at �̂�𝑡−1 + 𝛿𝑥𝑡|𝑡−1

𝑆𝑡 = 𝐻𝑃𝑡|𝑡−1𝐻
𝑇 +𝑅

𝐾𝑡 = 𝑃𝑡|𝑡−1𝐻
𝑇𝑆−1

𝑘 ◁ Kalman gain calculation
�̂�𝑡 = �̂�𝑡−1 +𝐾𝑡𝑠𝑡 ◁ Kalman update
𝑃𝑡 = (𝐼 −𝐾𝑡𝐻)𝑃𝑡|𝑡−1

end procedure

For legged robot state estimation, IMU is a central building block for estimating

robot pose. Let 𝑥𝑘 = [𝑝; 𝑞;𝑣] ∈ R10 be the true robot state at time step 𝑘, where 𝑝 ∈

R3 is the robot position in the world frame, 𝑞 is the robot’s orientation quaternion,

and 𝑣 ∈ R3 is the linear velocity of the robot’s body represented in the world frame.

We also denote the estimate of the robot’s state as �̂�𝑘 = [�̂�; �̂�; �̂�]. State errors are

parameterized as 𝛿𝑥𝑘 = [𝛿𝑝; 𝛿𝜃; 𝛿𝑣] ∈ R9 = [𝑝− �̂�;Log(�̂�−1 ⊗ 𝑞);𝑣 − �̂�].

Assuming the robot’s body has an IMU that outputs bias-free linear acceleration

𝑎 ∈ R3 and angular velocity 𝜔 ∈ R3 at time 𝑘, The discrete error-state process
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dynamics 𝛿𝑥𝑘+1 = 𝑓(𝛿𝑥𝑘,𝑎,𝜔,𝑛) are [135]:

𝛿𝑝𝑘+1 = 𝛿𝑝𝑘 + 𝛿𝑣𝑘∆𝑡+ 𝑛𝑣 (3.36)

𝛿𝜃𝑘+1 = (𝐼 − ⌊𝜔∆𝑡⌋×)𝛿𝜃𝑘 + 𝑛𝜔 (3.37)

𝛿𝑣𝑘+1 = 𝛿𝑣𝑘 −𝑅(𝑞)⌊𝑎∆𝑡⌋×𝛿𝜃𝑘 +𝑅(𝑞)𝑛𝑎, (3.38)

where ∆𝑡 is the time between two IMU readings and 𝑛 = [𝑛𝑣;𝑛𝜔;𝑛𝑎] contains

random noise sampled from a Gaussian distribution. We refer readers to [135] for a

detailed derivation of the process dynamics.

In addition to an IMU, other sensors may provide observations of the robot’s

state. For example, a motion-capture system or cameras can measure the robot’s

pose [86]. We use 𝑧𝑘 = ℎ(𝑥𝑘)+𝑛𝑟 to denote such noisy sensor measurements, where

𝑛𝑟 is assumed to be Gaussian noise.

As for the Kalman update, we use the following equations to convert estimated

error state to the actual state. Special care is taken for the quaternion part, which

leverages the exp map we explained in Section 3.3.4.

�̂�𝑘+1 ← �̂�𝑘 + 𝛿�̂�, (3.39)

�̂�𝑘+1 ← 𝐿(�̂�𝑘)Exp(𝛿𝜃), (3.40)

�̂�𝑘+1 ← 𝑣𝑘 + 𝛿�̂�. (3.41)

3.3.10 Leg Odometry Velocity

Assuming the 𝑗’th foot is in contact with the ground and does not slip, 𝑔 and 𝐽 can

be used to calculate the body velocity of the robot. Let 𝑝𝑤𝑓 denote the foot position

in the world frame (see Fig. 2-2); It is a function of the robot’s body position 𝑝 and
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joint angles 𝜑:

𝑝𝑤𝑓 = 𝑝+𝑅(𝑞)𝑝𝑓 = 𝑝+𝑅(𝑞)𝑔(𝜑). (3.42)

Let the time derivative of 𝑝𝑤𝑓 be 𝑣𝑤𝑓 . The no-slip assumption means 𝑣𝑤𝑓 = 0. There-

fore, by differentiating (3.42), we have

0 = 𝑣𝑤𝑓 = �̇�𝑤𝑓 = �̇�+𝑅(𝑞)
𝑑

𝑑𝑡
𝑔(𝜑) +

𝑑

𝑑𝑡
𝑅(𝑞)𝑔(𝜑). (3.43)

It is shown in [103] that 𝑑
𝑑𝑡
𝑅(𝑞) = 𝑅(𝑞)⌊𝜔⌋×, and we defined 𝑣 = �̇�. Therefore

from (3.43) we derive an expression for the body velocity in the world frame:

𝑣 = −𝑅(𝑞)[𝐽(𝜑)�̇�+ ⌊𝜔⌋×𝑔(𝜑)]. (3.44)

This velocity is called the LO velocity because its integration is the body displacement[90].

However, the LO velocity is never used alone as an odometer because it is very noisy

[19] due to foot contacts. In this work we treat the LO velocity as a measurement

to estimate kinematic parameters.

3.3.11 Standard Single-IMU Proprioceptive Odometry

Let the robot’s state be 𝑥 = [𝑝;𝑣;𝜃; 𝑠1, . . . , 𝑠𝑗, . . . , 𝑠𝐿], where 𝑝 ∈ R3 is the robot

position in the world frame, 𝜃 is the robot’s orientation Tait-Bryan angles, and

𝑣 ∈ R3 is the linear velocity of the robot’s body represented in the world frame. For

𝑗 ∈ {1, . . . , 𝐿} where 𝐿 is the total number of legs of the robot, 𝑠𝑗 is the foot position

of leg 𝑗 represented in the world frame. For clarity, we will only discuss the case when

𝐿 = 1 in this section and drop the symbol 𝑗 from subsequent equations. The robot’s
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sensors generate a number of measurements including IMU linear acceleration 𝑎𝑏,

IMU angular velocity 𝜔𝑏, joint angle 𝜑, joint-angle velocity �̇�, and 𝑐 which is a

binary contact flag with 𝑐 = 1 indicating foot contact.

Standard PO uses the EKF to estimate the state from a single IMU and the LO

velocity [14, 19]. The IMU is biased [127] and the LO velocity may also have a bias

due to leg kinematic parameter changes [163]. We do not address these biases in

this work, but they can be easily added to the EKF using well-known techniques to

improve the overall estimation accuracy [97].

The process model of standard PO is based on IMU kinematics. A discrete-time

dynamics update using Euler integration is presented in [14],

�̂�𝑘+1 =

⎡⎢⎢⎢⎢⎢⎢⎣
�̂�𝑘+1

�̂�𝑘+1

�̂�𝑘+1

�̂�𝑘+1

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
�̂�𝑘 +∆𝑡�̂�𝑘

�̂�𝑘 +∆𝑡(𝑅(�̂�𝑘)𝑎𝑏 − 𝑔𝑤)

�̂�𝑘 +∆𝑡(Ω(�̂�𝑘)𝜔𝑏)

�̂�𝑘

⎤⎥⎥⎥⎥⎥⎥⎦ , (3.45)

where ∆𝑡 is the time interval between 𝑘 and 𝑘 + 1.

A common technique used in the literature is contact-based covariance scaling [14,

19]. Since we cannot update the foot position in the process model [19] during foot

swing, for the term corresponding to �̂� in 𝑛𝑘, we set its covariance 𝜎𝑠 to a large value

if 𝑐 = 0, and a small value otherwise:

𝜎𝑠 = 𝑐𝜎𝑐 + (1− 𝑐)𝜎𝑛. (3.46)

𝜎𝑐 and 𝜎𝑛 >> 𝜎𝑐 are all tunable hyperparameters. This technique works well in

practice, but it will increase the condition number of the covariance matrix, thus

reducing the stability of the filter [97].
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We formulate the EKF measurement model following [14]. From sensor measure-

ments, a vector �̄�𝑘 is obtained as

�̄�𝑘 =

⎡⎣ 𝑔(𝜑)

−𝐽(𝜑)�̇�+ ⌊𝜔𝑏⌋×𝑔(𝜑)

⎤⎦ (3.47)

The measurement function ℎ(�̂�𝑘) is defined as

ℎ(�̂�𝑘) =

⎡⎣𝑅(�̂�𝑘)𝑇 (�̂�𝑘 − �̂�𝑘)
𝑅(�̂�𝑘)

𝑇 �̂�𝑘

⎤⎦ (3.48)

The first term of the residual �̄�𝑘 − ℎ(�̂�𝑘) indicates that the estimated body position

and foot position must differ by a distance equal to the leg forward kinematics

position. The second term ensures that the estimated robot body velocity matches

the LO velocity (3.44), which we refer to as a “zero-velocity” observation model.

Subsequently, we can utilize residuals from all legs in the EKF as shown in Algorithm

1. However, measurement residuals are only applicable for non-slipping standing

feet. Therefore, the noise covariance Σ𝑤 is adjusted based on the contact flag 𝑐 as in

equation (3.46) [19].

3.4 Technical Approach

The key idea underlying our technical approach to realize online calibration is to

treat the LO velocity (3.44) as a measurement of the robot body’s velocity that

is dependent on a set of kinematic parameters 𝜌 for each leg. We then append

𝜌 to the filter state. The dimension of 𝜌 depends on the kinematic structure of

the leg. For example, if we are estimating calf leg lengths of a quadruped robot,
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𝜌 = [𝑙𝑐1; 𝑙𝑐2; 𝑙𝑐3; 𝑙𝑐4] ∈ R4, where 𝑙𝑐𝑖 is the calf length of leg 𝑖. If both the calf and the

thigh leg lengths need to be considered, then 𝜌 = [. . . , 𝑙𝑐𝑖; 𝑙𝑡𝑖, . . . ], for 𝑖 = 1, 2, 3, 4,

has dimension 8. We also write 𝜌𝑖 to indicate the kinematic parameters related to

leg 𝑖.

3.4.1 Body Velocity Measurement Model

We modify (3.44) to explicitly include kinematics parameters and sensor noise. For

leg 𝑖, assuming the joint encoders on the leg measure joint angles 𝜑𝑖 and angular

velocities �̇�𝑖 with additive Gaussian noise Gaussian 𝑛𝜑 and 𝑛�̇�, repsectively, then

the true LO velocity in the world frame is

𝑣𝑚,𝑖 = −𝑅(𝑞)[𝐽(𝜑𝑖 − 𝑛𝜑,𝜌𝑖)(�̇�𝑖 − 𝑛�̇�)− ⌊𝜔⌋
×𝑔(𝜑𝑖 − 𝑛𝜑,𝜌𝑖)]. (3.49)

We also define an estimated LO velocity as

�̂�𝑚,𝑖 = −𝐴(�̂�)[𝐽(𝜑𝑖, �̂�𝑖)�̇�𝑖 − ⌊𝜔⌋×𝑔(𝜑𝑖, �̂�𝑖)]. (3.50)

When the leg 𝑖 has non-slipping contact with the ground, it contributes to a

measurement model

𝑧𝑙𝑒𝑔 = ℎ𝑙𝑒𝑔(�̂�,𝜔,𝜑, �̇�) + 𝑛𝑐 = �̂� −
∑︁
𝑖

𝑐𝑖�̂�𝑚,𝑖 + 𝑛𝑙(𝑛𝜑,𝑛�̇�) + 𝑛𝑐, (3.51)

where 𝑛𝑙 is a noise function related to joint encoder noise, which can be derived from

linearizing (3.49). We assume each foot of the legged robot has a contact detector

[19, 23] that generates a binary contact flag 𝑐𝑖. Therefore, 𝑐𝑖 = 1 means the foot has

nonzero velocity relative to the ground. Otherwise, the non-slipping assumption of
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(3.50) is invalid. 𝑛𝑐 is a Gaussian measurement noise whose variance is a tunable

hyper-parameter.

3.4.2 Kalman Filter Kinematics Calibration

To achieve kinematics calibration using the error-state KF, we use a new process

dynamics model and add the body velocity measurement (3.51) to the measurement

model.

In the process dynamics, in addition to (3.36), (3.37), and (3.38), we model the

evolution of 𝛿𝜌 as a random-walk process,

𝛿𝜌𝑘+1 = 𝛿𝜌𝑘 + 𝑛𝜌, (3.52)

where 𝑛𝜌 is a Gaussian white noise.

For the measurement model, we calculate a measurement vector as 𝑧 = [𝑧𝑚𝑜𝑐𝑎𝑝; 𝑧𝑐𝑎𝑚; 𝑧𝑙𝑒𝑔],

where 𝑧𝑚𝑜𝑐𝑎𝑝 and 𝑧𝑐𝑎𝑚 are measurements from a motion-capture system or camera.

𝑧𝑙𝑒𝑔 is described in (3.51). The algorithm then proceeds as in Section 3.3.9.

3.4.3 Observability Analysis

Prior research has shown that robot pose and velocity are observable when the

measurement model contains information from a motion-capture system or camera

[73, 86]. Therefore, we only focus on the observability of the kinematics parameters

𝜌 in this section. We also note that our observability analysis applies to both EKF

and sliding-window estimators.

Neglecting sensor noise, the dynamics and observation model for a system with
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only leg measurements can be written as,

�̇� = 𝑓𝑐(𝑥,𝑎,𝜔)

𝑧 = ℎ(𝑥,𝜑, �̇�),
(3.53)

where 𝑓𝑐 is the continuous state process dynamics (closely related to the error-state

dynamics (3.36), (3.37), and (3.38)); ℎ is the measurement model (3.51) considering

just a single leg; and 𝑎, 𝜔, 𝜑, and �̇� are IMU acceleration, IMU angular velocity, joint

angles, and joint angle velocities respectively. We then compute the observability

Gramian [26, 80]

𝒲(𝑥0) =

∫︁ 𝑇

0

Φ⊤(𝑡)𝐻⊤(𝑥𝑡)𝐻(𝑥𝑡)Φ(𝑡)d𝑡, (3.54)

where Φ(𝑡) is the state transition matrix associated with the linearized dynamics:

Φ̇(𝑡) = 𝐹𝑥(𝑥𝑡)Φ(𝑡), Φ(0) = 𝐼. (3.55)

If𝒲(𝑥0) is positive definite along the trajectory from 𝑥0 to 𝑥𝑇 , the system is locally

observable [80].

For the Unitree A1 quadruped, its important kinematic parameters are indicated

in Fig. 2-2. 𝑜𝑥, 𝑜𝑦 are offsets distances between the robot COM and leg base. 𝑑 is an

offset between motor 2 and 3. 𝑙𝑡 is the upper leg (thigh) length and 𝑙𝑐 is the lower

leg (calf) length. The analytical form of the forward kinematics function is provided

in the Appendix. Among these parameters, we may choose to calibrate 𝜌 = [𝑙𝑐] (just

the calf length) or 𝜌 = [𝑙𝑡; 𝑙𝑐] (both the calf and the thigh).

We analyze how parameter 𝜌 is related to the observability gramian by expanding
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blocks in 𝒲(𝑥0) analytically. From (3.36), (3.37), (3.38), and (3.52), we get

𝐹𝑥 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝐼 0 𝐼∆𝑡 0

0 𝐼 − ⌊𝜔∆𝑡⌋× 0 0

0 −𝑅(𝑞)⌊𝑎∆𝑡⌋× 𝐼 0

0 0 0 𝐼

⎤⎥⎥⎥⎥⎥⎥⎦ . (3.56)

From (3.56) and (3.55), Φ(𝑡) is always in the form of

Φ(𝑡) =

⎡⎢⎢⎢⎢⎢⎢⎣
𝐼 * * 0

0 * 0 0

0 * 𝐼 0

0 0 0 𝐼

⎤⎥⎥⎥⎥⎥⎥⎦ , (3.57)

where “*”s are nonzero block terms that are not relevant to our discussion. We

linearize (3.51) to compute,

𝐻𝑙𝑒𝑔 =
[︁
0 𝐴(�̂�)⌊𝐽�̇�− ⌊𝜔⌋×𝑔⌋× 𝐼 −𝐴(�̂�)𝐷

]︁
, (3.58)

where,

𝐷 = (�̇�⊤ ⌢⊗ 𝐼3)
𝜕𝑣𝑒𝑐(𝐽(𝜑, �̂�))

𝜕�̂�
+ ⌊𝜔⌋×𝜕𝑔(𝜑, �̂�)

𝜕�̂�
, (3.59)

and the 𝑣𝑒𝑐(·) operator returns a column vector by stacking the columns of the input

matrix [94], and the ⌢⊗ is the Kronecker product [94].

Plugging (3.57) and (3.58) into (3.54), we can see the last block of the integrand

of 𝒲(𝑥0) is 𝐷⊤𝐷. Therefore, a sufficient condition for fully observable 𝜌 is the null

space of 𝐷 is empty or, equivalently, that 𝐷 has full column rank. An immediate

conclusion we can draw is 𝜔 and �̇� cannot both be zero, otherwise 𝐷 will become a
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zero matrix. Therefore the robot cannot stand still or trot in place, since the joint

velocities of stance legs will be close to zero. The rank condition of 𝐷 also depends

on the forward kinematics function, which is problem specific since 𝑔(𝜑,𝜌) may have

different forms depending the robot leg structure. In the Appendix we show the

forward kinematics of the Unitree A1 robot and how to calculate 𝐷. When 𝜌 = [𝑙𝑐]

or 𝜌 = [𝑙𝑡; 𝑙𝑐], 𝐷 has full rank so 𝜌 is observable.

The observability analysis also suggests we trust the body velocity measurement

model less when 𝐷 is near singular. We change the covariance 𝜎𝑐 of the noise term

𝑛𝑐 in (3.51) to be related to the mean of singular values of 𝐷.

𝜎𝑐 = 𝜎0 +
𝛼1

1 + exp(𝛼2(𝑚𝑒𝑎𝑛(𝑆𝑉 𝐷(𝐷))− 𝛼3))
(3.60)

where 𝜎0 is a constant term, the second term is a logistic regressor [31] that assigns

large value to 𝐷 close to singular, which is equivalent to the local unobservablility

index (LUI) proposed in [80]. Thus we call it LUI noise. This noise function can

prevent parameter estimation fluctuation. We will study its effect in Section 3.5.

3.5 Experiments

All of our hardware and simulation experiments are based on a Unitree A1 [148]

robot. We first verify that the algorithm is able to converge to unbiased parameter

estimates in simulation. The simulated robot has the same leg structure as that on

the A1 robot, but kinematic parameter values are varied for testing. We then perform

hardware experiments on a real A1 to demonstrate the practical performance of the

algorithm. MATLAB implementations of the error-state KF and the sensor data we
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Figure 3-2: Left: The simulated robot and environment landmark locations. Right:
In the simulation we focus on analyzing how state is estimated within one gait cycle,
during which the body shifts a small distance, feet stand on the ground without
moving, and joints change configuration accordingly.

collected are available on GitHub1.

3.5.1 Simulation

We implement a simulator in MATLAB to generate simulated sensor data. We as-

sume a periodic gait and known initial and final poses of the robot at the beginning

and end of each gait cycle. We also assume perfect contact knowledge so that, during

this gait cycle, contact feet have known fixed world positions. We use cubic Her-

mite splines, which are twice differentiable, to interpolate positions, and quaternion

SLERP [131] to interpolate orientations. Therefore, we can query the robot’s body

position, orientation, velocity, and acceleration at any time in the gait cycle. From

these quantities, we can calculate body-frame acceleration and angular velocities to
1https://github.com/ShuoYangRobotics/legged-kinematics-calibration
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Figure 3-3: The calf length estimation result using simulation data. 𝜌 = [𝑙𝑐]. In
all plots, blue lines are estimated length. Red dash lines show the 3𝜎 uncertainty
envelope. Black dash lines indicate the ground truth length 0.21𝑚 for reference. All
estimations converge to ground truth quickly with final errors < 0.01𝑚.

66



generate simulated IMU data. Additionally, by using inverse kinematics, we can

calculate the joint angles of a leg given a body position and a foot position. We

also include a camera based on the pin-hole model [52] to observe landmarks with

known locations in the environment. We generate camera observations by projecting

landmarks onto the camera image frame [86]. Finally we add random noise to all

simulated sensor data.

We run an error-state KF with the camera and the leg measurement models

on the simulated data. Fig. 3-3 shows the calf length estimation result for a 0.1s

body trajectory with a linear displacement of (0.1𝑚, 0.1𝑚, 0.05𝑚) and orientation

displacement of 5 degrees about the pitch, roll, and yaw axes. The KF state includes

robot body pose, velocity, and calf lengths 𝑙𝑐 of all legs. Even if the initial 𝑙𝑐 values

have large errors, the filter converges to ground truth values quickly with final errors

less than 0.01m. The detailed setup of the error-state KF can be seen in the open

source codebase.

3.5.2 Error-state KF Hardware Experiment

We test our calibration method using sensor data from an actual A1 robot. Its

sensors include one IMU, 12 joint encoders and 4 foot contact sensors. We implement

a MPC controller in C++ as explained in 2.3.2. The robot moves in an arena

equipped with an OptiTrack motion capture system, which provides high-quality

body pose data. Robot sensor data and motion-capture data with timestamps are

recorded as datasets. Although our filter can easily be run in real time, we perform all

experiments offline so that we can replay the sensor datasets and run the filter with

different settings. We refer interested readers to our open-source implementation for

implementation details.
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Figure 3-4: (a) The calf length estimation for leg 1 during two calibration runs.
The green line comes from a filter that has the LUI noise term (3.60), while the
red line is generated by a filter does not have the term. Both filters have the same
other configurations. Black dash lines indicate time instances when the robot changes
behavior modes. During in-place trotting the red line drifts significantly. (b) Velocity
profile in each mode. The robot has small body velocity hence small joint angle
velocities when trotting. According to (3.59), the observability matrix is very close
to singular so the measurement update is inaccurate.
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Figure 3-5: Results of a hardware dataset run. (a) Calibrated calf lengths of each
leg. The black dash line indicates the mean value of all lengths (0.2113m). (b)
The velocity estimations using either fixed or calibrated length do not differ much.
The mean square error (MSE) of them from the ground truth velocity are 0.0041
and 0.0038 respectively. (c) The KF with calibrated calf length has much smaller
position drift than the KF using fixed calf length. The MSEs from the ground truth
are 0.0018 and 0.0268 respectively.

69



Calibration During Standing Up

In the first experiment, we record data while the robot stands up from a crouched

pose. All feet are always in contact with the ground. The process is repeated for four

trials and four standing-up datasets are collected. We then run the error-state KF

with kinematics calibration on each dataset three times with different initial values

𝑙𝑐 = 0.1𝑚, 0.2𝑚, and 0.3𝑚. In Fig. 3-1c, we compare estimated values of 𝑙𝑐 against

time for each run on one dataset. In all three runs, the final value reaches around

0.21m after about 3s. This calibrated value is roughly consistent with the CAD

model value of 0.20m and the foot sensor head radius of 0.02m, and implies that

the soft, deformable foot is compressed to half of its original size under the robot’s

weight.

Calibration During Walking

We move the robot on flat ground to examine how kinematics calibration performs

during walking. We collect ten datasets with the robot moving at different speeds

and different total travel distances ranging from 5m to 15m. The calibration results

using one of the datasets is shown in Fig. 3-5a. Initially all leg calf lengths are set

to 0.2m. After the robot starts to walk, the leg length estimation fluctuates between

0.19m-0.23m, the range is larger than the longest possible leg length in CAD model

(0.22m). Comparing Fig. 3-5a, Fig. 3-5b, and the experiment videos, the maximum

leg length happens when the robot moves forward with relatively high speed, and

the robot feet have rolling contact with the ground. The rolling contact is equivalent

to a slightly longer leg with fixed point contact.
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LUI Noise Ablation Study

In Section 3.4.3 we present an LUI noise term (3.60). In Figure 3-4 we show that,

without this term (red line), the calf-length estimation drifts quickly when the robot

is doing in-place trotting, since the observability matrix is poorly conditioned. When

the LUI noise term is included, the estimation does not change much, as expected.

Position Drift Reduction

We show that adding kinematics calibration to a baseline IMU and leg odometry

filter can dramatically reduce position estimation drift. Our baseline filter follows

Section 3.3.9, with the IMU driving the process model and leg odometry captured

by the measurement model (3.51). We also treat body orientation, as observed by

the motion-capture system, as a known quantity following [14]. The baseline filter

always uses a fixed leg length of 0.20𝑚 (referred to as “KF w/o calib” in the figure

legend). Fig. 3-5b and Fig. 3-5c compare the estimated X-direction velocity and

position using either fixed length or calibrated length shown in Fig. 3-5a. It can be

seen that the KF with calibrated leg length achieves an order of magnitude better

precision than that using fixed length. Table 3.1 summarizes the mean-squared error

in the position and velocity estimates, final position drifts, and maximum position

drifts across the ten datasets. The kinematics calibration significantly improves

position estimation accuracy in all cases by providing the estimator with time-varying

kinematic parameters.
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w/o calib with calib Improvement
Vel MSE 0.0023 0.0022 4.3%
Pos MSE 0.0070 0.0016 77.1%

Max Pos Drift 15.0cm 6.2cm 58.6%
Final Pos Drift 7.1cm 4.1cm 42.3%

Table 3.1: The table shows the average peformance metrics of ten datasets and the
improvement of using calibrated length. Max pos drift is the maximum deviation of
estimated position from the ground truth. Final pos drift is the position deviation
at the end of the traveling trajectory.

3.6 Conclusion & Future Work

We have presented a method to calibrate kinematic parameters of legged robots

online. A detailed observability analysis, along with simulation and hardware exper-

iments, validate our method. Kinematics calibration of deformable leg lengths results

in more accurate body velocity estimation and, hence, significantly lower odometry

drift. The calibration method can be easily integrated into standard state estimator

formulations.

In future work, we will investigate kinematic parameter formulations that can

better capture rolling contacts. We will also research whether jointly estimating robot

states and kinematics parameters can achieve sub-centimeter calibration accuracy

and reduce long term position estimation drift using the optimization based state

estimator.
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3.7 Appendix

The forward kinematics function 𝑔 of a leg of a Unitree A1 robot with 𝜑 = [𝜑1;𝜑2;𝜑3]

and 𝜌 = [𝑙𝑐] is

𝑔(𝜑,𝜌) =

⎡⎢⎢⎢⎣
𝑜𝑥 − 𝑙𝑐𝑠23 − 𝑙𝑡𝑠2

𝑜𝑦 + 𝑑𝑐1 + 𝑙𝑡𝑐2𝑠1 + 𝑙𝑐𝑠1𝑐23

𝑑𝑠1 − 𝑙𝑡𝑐1𝑐2 − 𝑙𝑐𝑐1𝑐23

⎤⎥⎥⎥⎦ , (3.61)

where 𝑠𝑖 denotes sin(𝜑𝑖) and 𝑐𝑖 = cos(𝜑𝑖), where 𝑖 = 1, 2. Also 𝑠23 = sin(𝜑2 + 𝜑3)

and 𝑐23 = cos(𝜑2 + 𝜑3). The expression is derived using the product of exponentials

(POE) method [103]. The Jacobian of 𝑔 is

𝐽(𝜑,𝜌) =⎡⎢⎢⎢⎣
0 −𝑙𝑐𝑐23 − 𝑙𝑡𝑐2 −𝑙𝑐𝑐23

𝑙𝑡𝑐1𝑐2 − 𝑑𝑠1 + 𝑙𝑐𝑐1𝑐23 −𝑠1(𝑙𝑐𝑠23 + 𝑙𝑡𝑠2) −𝑙𝑐𝑠23𝑠1
𝑙𝑡𝑐2𝑠1 + 𝑑𝑐1 + 𝑙𝑐𝑠1𝑐23 𝑐1(𝑙𝑐𝑠23 + 𝑙𝑡𝑠2) 𝑙𝑐𝑠23𝑐1

⎤⎥⎥⎥⎦ , (3.62)

It is easy to calculate their derivatives with respect to 𝜌 through symbolic com-

putation tools. And if we let �̇� = [�̇�1; �̇�2; �̇�3] and 𝜔 = [𝜔1;𝜔2;𝜔3], then

𝐷 =

⎡⎢⎢⎢⎣
−�̇�2𝑐23 − �̇�3𝑐23 − 𝜔2𝑐23𝑐1 − 𝜔3𝑐23𝑠1

�̇�1𝑐23𝑐1 − 𝜔3𝑠23 + 𝜔1𝑐23𝑐1 − �̇�2𝑠23𝑠1 − �̇�3𝑠23𝑠1

𝜔2𝑠23 + �̇�1𝑐23𝑠1 + �̇�2𝑠23𝑐1 + �̇�3𝑠23𝑐1 + 𝜔1𝑐23𝑠1

⎤⎥⎥⎥⎦ (3.63)

We can confirm 𝜌 is observable because when �̇� and 𝜔 are non-zero vectors, the

rank of 𝐷 is 1 regardless of the value of 𝜑. Then 𝐷⊤𝐷 is non-singular and the

observability gramian will always be positive definite, thus 𝜌 is observable. We can

do the same calculation for 𝜌 = [𝑙𝑡; 𝑙𝑐] and show that it is observable as well.
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Chapter 4

Cerberus: Low-Drift

Visual-Inertial-Leg Odometry For

Agile Locomotion

In this chapter, we present an open-source Visual-Inertial-Leg Odometry (VILO)

state estimation solution for legged robots, called Cerberus, which precisely estimates

position on various terrains in real-time using a set of standard sensors, including

stereo cameras, IMU, joint encoders, and contact sensors. In addition to estimating

robot states, we perform online kinematic parameter calibration and outlier rejection

to substantially reduce position drift.

The VILO algorithm is based on the factor graph formulation of the state esti-

mation problem. A factor graph is a graphical representation of a state estimation

problem, where the nodes represent the state variables and the edges represent the

measurement models. The factor graph is a generalization of the Kalman filter, as

we will show in this chapter. Moreover, the factor graph leverages the sparsity of
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the measurement models to achieve efficient computation, which closely resembles

the sparsity of the MPC problem. The next chapter will explore their connections

in more detail, while the basic knowledge of the factor graph is introduced in this

chapter.

4.1 Introduction

A sensor solution including only one pair of stereo cameras and critical proprioceptive

sensors (IMU, joint encoders, and foot contact sensors) serves as an ideal choice for

resource-constrained robots because this set of sensors is low cost, compact, and has

low power consumption [16]. We call a state estimator using this sensing solution

a Visual-Inertial-Leg Odometry (VILO) estimator. VILO fuses data from different

sensors by constructing observation models that predict measurements given robot

states. Observation models combined with a dynamics model of the robot form a

factor graph [36] describing a nonlinear optimization problem whose solution is the

maximum-likelihood state estimate. Prior work [54, 76, 158] has shown that VILO

outperforms methods that only utilize a subset of the aforementioned sensors, such

as Visual-Inertial-Odometry (VIO) [86] or Leg Odometry (LO) [24] alone.

A key feature of VIO estimators is online calibration of IMU biases using visual

measurements[44]. Other key error sources in VIO have recently been systematically

addressed [119]. However, in the VILO setting, systematic error analysis has yet to be

established for leg sensors (joint encoders and contact sensors). Prior work [17, 159]

and Chapter 3 have identified that when generating body velocity estimates using

LO, error sources such as foot slippages, impacts, rolling contacts, and kinematic

parameter errors could degrade velocity estimation accuracy. However, no prior

work has studied how to handle these error sources in a VILO estimator.
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Figure 4-1: On the A1 robot, the Cerberus algorithm has lower than 1% position
estimation drift after traveling 450m on standard stadium track, better than any
baseline methods and better than any drift performance reported in literature using
the same set of sensors. The ground truth is obtained using dimensions of standard
running track.

Since different legged robots have different leg configurations, locomotion strate-

gies, and sensor qualities, it is hard to fairly compare the performance of different

VILO implementations. An open-source baseline VILO implementation and public

datasets are needed for the benefit of the entire legged robot community.

As a first step toward establishing a standard VILO benchmark, we present a

state-of-the-art real-time VILO algorithm called Cerberus that incorporates kine-

matic calibration for improved accuracy, as well as several datasets from two differ-

ent quadruped robots. The algorithm implementation uses standard ROS interfaces

to process sensor data and publish estimation results, and the datasets are in the
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format of ROS bags [137]. Docker [99] provides easy installation of a unified testing

environment. Our contributions are:

• Cerberus, a VILO algorithm that estimates kinematic parameters online to

achieve drift rates lower than any other results reported in the literature.

• Datasets collected on multiple robots in various indoor and outdoor environ-

ments to benchmark the Cerberus implementations.

• Open-source algorithm implementations using standard ROS interfaces that

can be readily adapted to different robots and sensor configurations.

This chapter is organized as follows. In Section 4.2 we review related work.

Section 4.3 introduces notation and provides background, we especially highlights

the connection between Kalman filter and the factor graph. Section 4.3.3 presents a

basic VILO algorithm. Section 4.4 derives an online kinematic calibration method

in the Cerberus. Section 4.5 describes details of the algorithm implementation and

presents hardware experiment results. Section 4.6 summarizes our conclusions.

4.2 Related Work

Many robots need to operate in GPS-denied environments use Visual odometry (VO)

[128], which estimates robot pose using a monocular or a stereo camera, can provide

a solution in these settings. By matching features across image sequences, feature

locations constrain the possible motion of the camera so displacement can be solved

from multiple-view geometry [52]. To improve the robustness and accuracy of the

estimation, VIO [86] uses both the camera and the IMU as motion constraints.

As we introduced in the previous chapter, Kalman filtering (KF) is widely used

in mobile robot and legged robot state estimation. Although KF is very efficient

77



and easy to implement for fusing single sensors such as IMU and leg odometry, it is

difficult to incorporate visual information. The drawback of KF is that it is based

on the Markov assumption, which means the current state only depends on the

previous state. However, a map point may be observed by the robot from multiple

poses, which breaks the Markov assumption. Some prior works tried to address this

problem by augmenting the KF state with a history of robot poses and map points

[102]. However, the number of map points is usually very large, which makes the

KF computationally expensive. Therefore, VIO solutions gradually shift from KF to

optimization-based methods.

The optimization-based VIO methods formulate the state estimation problem as

a nonlinear least-squares problem and solve it using Gauss-Newton or Levenberg-

Marquardt algorithms [108]. The factor graph formulation [36] is a popular way to

formulate the state estimation problem. In the factor graph, the nodes represent the

state variables and the edges represent the measurement models. Preintegration [44]

and inherent problem sparsity [36] can also help VIO to exploit problem structure,

hence reducing computation cost. Depending on how sensor measurements are used,

VIO has loosely-coupled or tightly-coupled approaches, which are two concepts used

in GPS/INS community [156] . In the loosely-coupled approach, different sensors

separately estimate the state. And then the estimations averaged to get the final

result. While in the tightly-coupled approach, one integrated model for all sensors

is designed.

After the development of several VIO algorithms [86, 118, 139], researchers con-

tinue to study how to reject different error sources in VIO including IMU biases,

sensor time delay, and extrinsic parameter errors [119]. The position drift percent-

age, measuring how many meters the estimation deviates from the ground truth after

traveling 100 meters, is often used as an important performance metric. Once the
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error sources are properly addressed, position drift of a VIO estimator can be as low

as 0.29% on drones [118].

The factor graph formulation used in VIO can be easily extended to include the

LO motion constraint, which leads to the VILO estimator [54, 75, 158]. [158] uses the

velocity estimation result of a KF as the motion constraint. Contact preintegration is

developed in [54], but bias correction is not performed. [159] describes the LO velocity

bias and models it as a linear term that can be corrected in the preintegration.

However, this bias model does not explain the source of the bias and its physical

meaning. With the velocity bias model, [161] further shows that VILO can reach

around 1% position drift with the aid of lidar, though their VILO implementation

and datasets are not publicly available.

4.3 Background

We have extensively discussed the Kalman filter in the previous chapter. It’s con-

nection to the factor graph will be the focus of this section, which prepares for an

introduction to the sliding window estimation and visual inertial-leg odometry in the

coming sections.

4.3.1 An optimization view of state estimation

The KF can be viewed as an unconstrained optimization [58]. To show this, first, we

introduce a way to write a standard Kalman filter as an optimization problem, then

we show how this formulation naturally extends to more states and observations.

This optimization form can additionally estimate parameters other than the robot’s

physical state. We gave sensor delay estimation as an example.

79



Linear Kalman Filter

Recall the Error-state Kalman filter we explained in Section 3.3.9, its corresponding

linear form, if the system dynamics and observation are linear, is given as follows:

For system

𝑥𝑘 = 𝐹𝑥𝑘−1 + 𝑣𝑘, 𝑣𝑘 ∼ 𝒩 (0, 𝑄) (4.1)

𝑦𝑘 = 𝐻𝑥𝑘 + 𝑤𝑘, 𝑤𝑘 ∼ 𝒩 (0, 𝑅) (4.2)

As the standard Kalman filter procedure goes, given �̂�𝑘−1 and 𝑃𝑘−1 at time step

𝑘 − 1. At time step 𝑘 we receive a sensor measurement 𝑦𝑚, then we calculate

�̂�𝑘|𝑘−1 = 𝐹�̂�𝑘−1 (4.3a)

𝑃𝑘|𝑘−1 = 𝐹𝑃𝑘−1𝐹
𝑇 +𝑄 (4.3b)

𝑆𝑘 = 𝐻𝑃𝑘|𝑘−1𝐻
𝑇 +𝑅 (4.3c)

𝐾𝑘 = 𝑃𝑘|𝑘−1𝐻
𝑇𝑆−1 (4.3d)

�̂�𝑘 = �̂�𝑘|𝑘−1 +𝐾𝑘(𝑦𝑚 −𝐻�̂�𝑘) (4.3e)

𝑃𝑘 = (𝐼 −𝐾𝑘𝐻)𝑃𝑘|𝑘−1 (4.3f)

where �̂�𝑘 and 𝑃𝑘 are estimated posterior mean and covariance of the state [145].

It can be shown that Kalman filter steps show in (4.3) are equivalent to the fol-

lowing procedure [58]:

Given �̂�𝑘−1 and 𝑃𝑘−1 at time step 𝑘− 1. At time step 𝑘 we receive a sensor measure-
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ment 𝑦𝑚, then we formulate

min
𝑥𝑘−1,𝑥𝑘

𝐽 = ‖𝑥𝑘−1 − �̂�𝑘−1‖2𝑃−1
𝑘−1

+ ‖𝑥𝑘 − 𝐹𝑥𝑘−1‖2𝑄−1 + ‖𝑦𝑚 −𝐻𝑥𝑘‖2𝑅−1

(4.4)

Solve for 𝑥*𝑘−1,𝑥*𝑘, where * stands for the minimizer of the above problem. We

also calculate the Hessian matrix [108] at the solution as

∇2𝐽 =

⎡⎣𝑃11 𝑃12

𝑃21 𝑃22

⎤⎦
Let

�̂�𝑘 = 𝑥*𝑘 (4.5)

𝑃𝑘 = (𝑃22 − 𝑃12𝑃
−1
11 𝑃21)

−1 (4.6)

The final �̂�𝑘 and 𝑃𝑘 gives the same posterior mean and covariance as the KF in

Eqn. (4.3f).

To prove this optimization is equivalent to the KF, it is straightforward to compute

and solve ∇𝐽 = 0 to see its equivalence to KF steps. The proof of Eqn (4.6) is more

involved, we write out the Hessian of Eqn (4.4) as

∇2𝐽 =

⎡⎣𝑃−1
𝑘−1 + 𝐹 𝑇𝑄−1𝐹 𝐹 𝑇𝑄−1

𝑄−1𝐹 𝑄−1 +𝐻𝑇𝑅−1𝐻

⎤⎦
This can be verified by expanding the 𝐽 and take derivative twice w.r.t [𝑥𝑘−1;𝑥𝑘].
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Perform a Schur compliment according to Eqn (4.6), then

𝑃22 − 𝑃12𝑃
−1
11 𝑃21 =𝑄

−1 +𝐻𝑇𝑅−1𝐻 −𝑄−1𝐹 (𝑃−1
𝑘−1 + 𝐹 𝑇𝑄−1𝐹 )−1𝐹 𝑇𝑄−1

=𝐻𝑇𝑅−1𝐻 + (𝑄+ 𝐹𝑃𝑘−1𝐹
𝑇 )−1

The simplification step is done using the matrix inversion formula:

(𝐴−𝐵𝐷−1𝐶)−1 = 𝐴−1 + 𝐴−1𝐵(𝐷 − 𝐶𝐴−1𝐵)−1𝐶𝐴−1

On the other hand, inserting Eqn (4.3b) and Eqn (4.3d) into Eqn (4.3f), with applying

the matrix inversion formula again, one can see that

𝑃𝑘 = [(𝑄+ 𝐹𝑃𝑘−1𝐹
𝑇 )−1 +𝐻𝑇𝑅−1𝐻]−1 = [𝑃22 − 𝑃12𝑃

−1
11 𝑃21]

−1 (4.7)

A deeper meaning of this result is, the hessian of the cost function at the solution

describes the joint distribution of 𝑥𝑘−1 and 𝑥𝑘 in the information matrix form as

𝑝(𝑥𝑘−1, 𝑥𝑘) ∼ 𝒩 (

⎡⎣𝑥*𝑘−1

𝑥*𝑘

⎤⎦ ,∇2𝐽−1). And Eqn (4.6) corresponds to marginalize 𝑥𝑘−1

out to get the posterior distribution of 𝑥𝑘 alone as 𝑝(𝑥𝑘|�̂�𝑘−1; 𝑦𝑚) ∼ 𝒩 (𝑥*𝑘, 𝑃
*
𝑘 ). In

the next iteration of the filter, this serves as a part of prior distribution of the next

state to estimate (𝑝(𝑥𝑘, 𝑥𝑘+1)).

It is worth visualizing terms in Problem (4.4) using the graphical model we in-

troduced in Section 2.3.2. As shown in Figure 4-2, where the correspondance is

self-explanatory. The most important thing to emphasis is a “factor” can be viewed

in two different ways, either a term in the cost function of an optimization problem,

or a Gaussian distribution. For example, ‖𝑥− �̂�‖2
𝑃−1 can be interpreted as that

• at the minimizer, 𝑥* must be as close to �̂� as possible, or
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𝑥𝑘−1 𝑥𝑘

‖𝑥𝑘−1−�̂�𝑘−1‖2𝑃−1
𝑘−1

‖𝑦𝑚−𝐻𝑥𝑘‖2𝑅−1

‖𝑥𝑘 − 𝐹𝑥𝑘−1‖2𝑄−1

Figure 4-2: The graphical representation of a Kalman filter. The circles are esti-
mation states. The line segment with square represents the process dynamic model.
The unitary dot line is the prior information of the state distribution. And the line
segment with square is the measurement model. This graph follows the convention
of standard factor graphs [36], where all the circles are “nodes” and line segments are
“factors”.

• 𝑥 has a prior Gaussian distribution 𝒩 (�̂�, 𝑃 ).

Also Figure 4-3 describes the marginalization process to get the posterior distri-

bution. Using the factor graph jargon, the marginalization process is called “variable

elimination” [36]. We will differ a detailed explanation of the variable elimination

algorithm to the next chapter, here we want to emphasize that from Figure 4-2 to

Figure 4-3(a), we remove a node from the graph and add a new factor (red unitary

factor) to the graph, the new factor is the posterior distribution of 𝑥𝑘.

Sliding Window Estimation As A Factor Graph

The KF’s optimization counterpart (Problem (4.4)) makes it easy to think about

adding more states, which is called the sliding window estimation (SWE) [132] or

moving horizon estimation [2]: we keep track of 𝑝(𝑥𝑘−𝑀 , 𝑥𝑘−𝑀+1, . . . , 𝑥𝑘−1, 𝑥𝑘), solve

a similar optimization problem at each time step, marginalize one robot state and

add one more state.

More specifically, at time step 𝑘 − 1, we have �̂�𝑘−𝑀 :𝑘−1 and 𝑃𝑘−𝑀 :𝑘−1, the prior
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𝑥𝑘−1 𝑥𝑘

‖𝑥𝑘 − �̂�*𝑘‖2𝑃 *−1
𝑘

(a)

𝑥𝑘 𝑥𝑘+1

‖𝑥𝑘− �̂�𝑘 ‖2𝑃−1
𝑘

‖ 𝑦′
𝑚 −𝐻𝑥𝑘+1‖2𝑅−1

‖𝑥𝑘+1 − 𝐹𝑥𝑘‖2𝑄−1

(b)

Figure 4-3: Top (a): Marginalize 𝑥𝑘−1 out of the joint distribution 𝑝(𝑥𝑘−1, 𝑥𝑘) to get
the posterior distribution of 𝑥𝑘 alone. The green arrow represents the Bayes net after
eliminating variable 𝑥𝑘−1 from the factor graph. The new red unitary factor is a new
factor results from the elimination process and represents the posterior distribution.
Bottom (b): Add the next state and construct a new Kalman filter problem.
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distribution of a window of past 𝑀 robot states. We also have 𝑦𝑚 at time step 𝑘.

The sliding window estimation is as follows

min
𝑥𝑘−𝑀 :𝑘−1,𝑥𝑘

𝐽 = ‖𝑥𝑘−𝑀 :𝑘−1 − �̂�𝑘−𝑀 :𝑘−1‖2𝑃−1
𝑘−𝑀 :𝑘−1

+
𝑘−1∑︁

𝑖=𝑘−𝑀

‖𝑥𝑖+1 − 𝐹𝑥𝑖‖2𝑄−1 + ‖𝑦𝑚 −𝐻𝑥𝑘‖2𝑅−1

(4.8)

Solve the problem as a conventional unconstrained optimization problem to get the

optimal solution 𝑥*𝑘−𝑀 :𝑘−1,𝑥*𝑘. Like in Problem (4.4), again we can calculate the

Hessian matrix at the solution

∇2𝐽 =

⎡⎣𝑃11 𝑃12

𝑃21 𝑃22

⎤⎦ , where dim(𝑃11) = dim(𝑥𝑘−𝑀)

Then we conduct a marginalization or variable elimination process to get the Gaus-

sian posterior distribution of states 𝑥𝑘−𝑀+1:𝑘 as

�̂�𝑘−𝑀+1:𝑘 = 𝑥*𝑘−𝑀+1:𝑘

𝑃−1
𝑘−𝑀+1:𝑘 = 𝑃22 − 𝑃21𝑃

−1
11 𝑃12

The procedure also gives a recursive algorithm that allows real-time computation.

However, when 𝑀 and the dimension of the state are large, the Schur complement

will become very computationally intensive. We must exploit the problem sparsity

to speed up the computation. The factor graph formulation of this problem has

been explored in [63], where the factor graph and the variable elimination algorithm

make it easy to conduct sparse matrix operations for marginalization. The whole

prodecure is illustrated in Figure 4-4.
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Figure 4-4: Top (a): The factor graph formulation of a SWE. Middle (b):
Marginalized the last state 𝑥𝑘−𝑀 . Bottom (c): Add a next state 𝑥𝑘+1.
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We also want to note three things. First, the SWE is equivalent to the KF if

𝑀 = 1. Second, if we do not do marginalization at all but keep adding new states and

measurements into the window, then we get the Kalman smoother [25]. Lastly, for

nonlinear problems where cost terms involve nonlinear functions, we can iteratively

linearize the problem and solve the linearized version using the same formulation

until convergence.

4.3.2 Estimating Additional Parameters

The optimization view of the SWE make it easy to not only add more states but also

estimate different parameters. In Chapter 3 we have discussed how to estimate legged

robot kinematic parameters in a KF. It is not hard to see these additional parameters

fit into the optimization framework naturally as well. Similarly, parameters such

as transformations among sensors [73] and IMU biases [87] can also be estimated

together with other quantities as a part of the robot state.

However, there is another type of parameter that is more difficult, namely sensor

temporal offset. Figure 4-5 shows the definition of sensor temporal offset. In the

literature Temporal offset has been addressed with a few assumptions. If delay time

𝑡𝑑 is known, then simply calculate 𝑡𝑠 and recalculate the estimator from 𝑡𝑠 to the

current time [82]. If the delay time is not known and must be estimated but the sensor

has special properties, for example, Sensor 1 is a position sensor and we have velocity

estimation in the state, then the measurement from Sensor 1 can be shifted by the

current estimation of 𝑡𝑑 [87]. The most general setting is presented in [47] where

instead of shifting sensor measurement, the states are interpolated to the estimated

𝑡𝑠 to form an observation model in moving horizon estimation (an alternative name

to sliding window estimation). This method suits most types of sensors. However,
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Sensor 1

Sensor 2

Figure 4-5: After receiving sensor data at time 𝑡𝑟, we search in the sliding window
backward to find states close to 𝑡𝑠 = 𝑡𝑟−𝑡𝑑 (𝑥𝑘−2 and 𝑥𝑘−1), then we do a cubic spline
interpolation between �̄�𝑘−2 and �̄�𝑘−1 to get an interpolated state 𝑥interp(𝑡𝑑, �̄�𝑘−2, �̄�𝑘−1).

the interpolation range needs to be constrained. In many applications, the temporal

offset may be unknown and changing. We only know a rough bound of the offset.

In SWE, assume the original estimation problem has state �̄�, we augment the

state to include an estimation of the offset time 𝑥 = [�̄�; 𝑡𝑑]. When we receive a Sensor

1’s measurement 𝑦𝑚 at time 𝑡𝑟, we can create an observation model by interpolating

states close to 𝑡𝑟 − 𝑡𝑑 to get an 𝑥interp, if our estimation of 𝑥 is accurate, then

𝑦𝑚 − ℎ(𝑥interp) should have a small value.

With the above observation model, we can write time offset estimation problem

as

min
𝑥𝑘−𝑀 :𝑘

𝐽 = ‖𝑥𝑘−𝑀 :𝑘−1 − �̂�𝑘−𝑀 :𝑘−1‖2𝑃−1
𝑘−𝑀 :𝑘−1

+
𝑘−1∑︁

𝑖=𝑘−𝑀

‖𝑥𝑖+1 − 𝑓(𝑥𝑖)‖2𝑄−1

+ ‖𝑦𝑚 − ℎ1(𝑥interp(𝑡𝑑, �̄�𝑘−2, �̄�𝑘−1))‖2𝑅−1
1

+ ‖𝑦′𝑚 − ℎ2(𝑥𝑘)‖2𝑅−1
2

s.t. 0 ≤ 𝑡𝑑 ≤ 𝑡𝑚𝑎𝑥

(4.9)
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The 𝑦′𝑚 is the sensor measurement from sensor 2. ℎ1 and ℎ2 are sensor observation

function of the two sensors respectively.

This Problem (4.9) is a nonlinear constrained optimization problem. We can

iteratively linearize the problem and solve the linearized version, which is a quadratic

program with linear constraints.

4.3.3 Visual-Inertial-Leg Odometry

A typical VILO framework [54, 76, 159] keeps track of the estimation of a list of past

N states �̂�𝑘 and M camera feature locations �̂�𝑙 as 𝒳 = {�̂�0, �̂�1, . . . �̂�𝑁 , �̂�0, �̂�1, . . . �̂�𝑀}.

The robot state is �̂�𝑘 = [�̂�𝑘; �̂�𝑘; �̂�𝑘; �̂�𝑎𝑘; �̂�𝜔𝑘], where �̂�𝑘 ∈ R3 is the robot position in

the world frame, �̂�𝑘 is the robot’s orientation quaternion, and �̂�𝑘 ∈ R3 is the linear

velocity of the robot’s body represented in the world frame. �̂�𝑎𝑘 ∈ R3 and �̂�𝜔𝑘 ∈ R3

are IMU accelerometer bias and gyroscope bias. A new state �̂�𝑘 is created each

time 𝑡𝑘 when a new camera image arrives. Also, sensors on the robot generate

measurements 𝑍𝑡 = {�̂�𝑚(𝑡), �̂�𝑚(𝑡), �̂�𝑗(𝑡),
ˆ̇𝜑𝑗(𝑡)} and Λ𝑡 periodically, where �̂�𝑚 and

�̂�𝑚 are IMU linear acceleration and angular velocity, �̂�𝑗 and ˆ̇𝜑𝑗 are joint angle and

joint angle velocity for each leg 𝑗, and Λ𝑡 is a set of feature coordinates on the camera

images who have known associations with feature locations in 𝒳 . We denote 𝒵 as

all measurements between state �̂�0 and �̂�𝑁 . We also denote subsets 𝒳𝑠𝑢𝑏 ⊂ 𝒳 and

𝒵𝑠𝑢𝑏 ⊂ 𝒵. The VILO constructs a nonlinear least-squares problem to find 𝒳 as the

solution of

min
𝒳 *

{︂∑︁
𝑖

⃦⃦⃦⃦
𝑟𝑖(𝒳𝑠𝑢𝑏,𝒵𝑠𝑢𝑏)

⃦⃦⃦⃦2

𝑃𝑖

}︂
, (4.10)

where each term 𝑟𝑖(𝒳𝑠𝑢𝑏,𝒵𝑠𝑢𝑏) defines a measurement residual function. Ideally the

cost should be 0 at optimal solution 𝒳 *. 𝑃𝑖 is a weighting matrix that encodes the
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Camera

Body IMU

Joint Encoder

Figure 4-6: The factor graph representation of a VILO. The green factors are related
to camera images, blue factors are formulated by IMU sensor data, red factors are
from leg kinematic parameters

relative uncertainty in each 𝑟𝑖, and also takes the same set of inputs. Problem (4.10)

can be solved by nonlinear optimization methods [36]. The core technical challenge

is to design cost functions and their uncertainties leveraging all available sensor data.

Figure 4-6 illustrates the factor graph formulation, which is obviously an SWE.

Additionally, a VILO estimator usually has other mechanisms to ensure real-time

computation, such as visual feature tracking and IMU preintegration. See [118, 158]

for more details. We will focus on talking about the preintegration in the next

section.

4.3.4 Preintegration

A key technique used in VIO and VILO to improve computation efficiency is prein-

tergration. When fusing camera data and IMU data with different frequencies, prein-

tegration [44] is used to integrate multiple IMU measurements between two camera
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image times into a single “motion constraint” in the cost function, so the estimator

only needs to add states at the camera frequency instead of keeping up with the

much higher frequency of the IMU. More importantly, it is well known that IMUs

are biased [1], and biases should be estimated along with robot physical states.

When the estimator updates IMU biases, IMU preintegration can avoid integrating

measurements again by directly updating the integration term using its first order

approximation. IMU preintergration is used in several real-time VIO algorithms

[118, 139, 149]. Similarly, contact preintegration is used to integrate joint encoder

data into motion constraints in VILO [56].

We assume there are 𝐿 IMU measurements between state �̂�𝑘 and �̂�𝑘+1, and

that each IMU measurement arrives 𝛿𝑡 after the previous one. Let 𝑖 ∈ {1 . . . 𝐿}

be the measurement index and ∆𝑡 = 𝑡𝑘+1 − 𝑡𝑘, then 𝑡1 = 𝑡𝑘 and 𝑡𝐿 = 𝑡𝑘+1. As

shown in Figure 4-7, we can integrate these IMU measurements into a single motion

measurement.

First, let �̂�𝑘
𝑖 denote quaternion rotation from frame 𝑏𝑘 to frame 𝑏𝑖, the robot body

frame at time 𝑡𝑖. Starting from �̂�𝑘
𝑘 = 𝑞𝐼 , we can calculate

�̂�𝑘
𝑖+1 = 𝑅(

1

2

⎡⎣ 0

(�̂�𝑚(𝑡𝑖)− �̂�𝜔𝑘)𝛿𝑡

⎤⎦)�̂�𝑘
𝑖 , (4.11)

which recursively leads to �̂�𝑘
𝑘+1, a measurement of the rotation difference between �̂�𝑘

and �̂�𝑘+1. Another two recursive relations can be derived using acceleration data as

�̂�𝑘
𝑖+1 = �̂�

𝑘
𝑖 + �̂�

𝑘
𝑖 𝛿𝑡, and (4.12)

�̂�𝑘
𝑖+1 = �̂�

𝑘
𝑖 + 𝐴(�̂�𝑘

𝑖 )(�̂�𝑚(𝑡𝑖)− �̂�𝑎𝑘)𝛿𝑡, (4.13)
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camera

Form Motion Constraint

Form Optimization Within A Window of States

IMU
joint

Figure 4-7: Preintergation of IMU or joint measurements. The estimator adds a new
state whenever a new camera image arrives. Within the time interval ∆𝑡 between two
consecutive states, there are multiple other sensor measurements with a sub-interval
𝛿𝑡. We use 𝑘 to refer to estimator time indices and 𝑖 to indicate a measurement
within ∆𝑡. These measurements are integrated according to equations (4.12), (4.13),
(4.11), and (4.20), forming a motion constraint on states as in equation (4.14). The
VILO Problem (4.10) involves such motion constraints and other constraints due to
visual observations over a window of states.

such that �̂�𝑘
𝑘+1 and �̂�𝑘

𝑘+1 measure position and velocity differences between two

states. These so called preintegration terms [44] describe a cost function on states

as [118]

𝑟(�̂�𝑘, �̂�𝑘+1, 𝑍Δ𝑘) =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐴(�̂�𝑘)
𝑇 (�̂�𝑘+1 − �̂�𝑘 + 1

2
𝑔𝑤∆𝑡2 − �̂�𝑘∆𝑡)− �̂�𝑘

𝑘+1

Φ−1(�̂�−1
𝑘 ⊗ �̂�𝑘+1 ⊗ (�̂�𝑘

𝑘+1)
−1)

𝐴(�̂�𝑘)
𝑇 (�̂�𝑘+1 + 𝑔𝑤∆𝑡− �̂�𝑘)− �̂�𝑘

𝑘+1

�̂�𝑎𝑘+1 − �̂�𝑎𝑘
�̂�𝜔𝑘+1 − �̂�𝜔𝑘

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.14)

where 𝑍Δ𝑘 represents all measurements during ∆𝑡.
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The error dynamics [118] of 𝑟 as

𝑒𝑖+1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐼 𝐼𝛿𝑡 0 0 0

0 𝐼 −𝐴(�̂�𝑘
𝑖 )⌊�̂�𝑚(𝑡𝑖)− �̂�𝑎𝑘⌋×𝛿𝑡−𝐴(�̂�𝑘

𝑖 )𝛿𝑡 0

0 0 𝐼 − ⌊�̂�𝑚(𝑡𝑖)− �̂�𝜔𝑘⌋×𝛿𝑡 0 −𝐼𝛿𝑡

0 0 0 𝐼 0

0 0 0 0 𝐼

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑒𝑖

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0

−𝐴(�̂�𝑏𝑘
𝑖 )𝛿𝑡 0 0 0

0 −𝐼𝛿𝑡 0 0

0 0 𝐼𝛿𝑡 0

0 0 0 𝐼𝛿𝑡

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣
𝑛𝑎

𝑛𝜔

𝑛𝑏𝑎

𝑛𝑏𝜔

⎤⎥⎥⎥⎥⎥⎥⎦ = 𝐹𝑖𝑒𝑖 +𝐺𝑖𝑛𝐼𝑀𝑈 , (4.15)

where 𝑛𝑎 and 𝑛𝜔 are IMU sensor measurement noises and 𝑛𝑏𝑎 and 𝑛𝑏𝜔 are random

walk noises for IMU biases. 𝑒𝑖 = [𝛿𝛼𝑘
𝑖 ; 𝛿𝛽

𝑘
𝑖 ; 𝛿𝜃

𝑘
𝑖 ; 𝛿𝑏𝑎𝑖; 𝛿𝑏𝜔𝑖] is a vector describing the

errors between preintegration terms and their “true” values after each IMU measure-

ment integration [118]. 𝛿𝛼𝑘
𝑖 = 𝛼𝑘

𝑖 − �̂�𝑘
𝑖 , 𝛿𝛽𝑘

𝑖 , and 𝛾𝑘
𝑖 = 𝐿(�̂�𝑘

𝑖 )Φ(𝛿𝜃
𝑘
𝑖 ). Details of the

derivation can be seen in [118].

Let 𝑄 be the noise covairance matrix of 𝑛𝐼𝑀𝑈 . We can also recursively calculate

𝑃 𝑘
𝑘+1 and 𝐽𝑘+1, the error jacobian, as follows

𝑃 𝑘
𝑖+1 = 𝐹𝑖𝑃

𝑘
𝑖 𝐹

𝑇
𝑖 +𝐺𝑖𝑄𝐺

𝑇
𝑖 , 𝑃

𝑘
1 = 0, (4.16)

𝐽𝑖+1 = 𝐹𝑖𝐽𝑖, 𝐽𝑖 = 𝐼. (4.17)

The error jacobian can greatly reduce VILO computation time: When solving

Problem (4.10) using numerical methods, a solver iteratively calculates state update
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Type & Model No. Freq. Output Description
D435 camera [64] 1 15Hz A pair of stereo images

Robot built-in IMU 1 500Hz Linear acceleration &
angular velocity

Robot built-in
joint encoder 12 500Hz Joint motor angles &

angle velocities
Robot built-in
contact sensor 4 500Hz Binary foot contact flag

Table 4.1: VILO Sensor List

vectors 𝛿𝑥, and the update will change IMU biases. Instead of reintegrating the

preintegration terms that depend on IMU biases, with the error jacobian, we can

directly update the preintegration terms, for example, as

𝛼𝑘
𝑘+1 = �̂�

𝑘
𝑘+1 + 𝐽𝛼

𝑎 𝛿𝑏𝑎 + 𝐽𝛼
𝜔 𝛿𝑏𝜔 (4.18)

to get their revised values, where 𝐽𝛼
𝑎 and 𝐽𝛼

𝜔 are blocks in 𝐽𝑘+1 that correspond to

𝜕𝛼/𝜕𝑏𝑎 and 𝜕𝛼/𝜕𝑏𝜔.

4.4 Kinematic Calibration In Preintegration

In this section we show, in the Cerberus, how to estimate 𝜌 for each leg discussed in

Chapter 3 by including them into the state so �̂�𝑘 = [�̂�𝑘; �̂�𝑘; �̂�𝑘; �̂�𝑎𝑘; �̂�𝜔𝑘; �̂�𝑗𝑘], where 𝑗

is the leg index. For brevity, we only describe the case 𝑗 = 1 but the algorithm can

easily apply to robots with more legs.

4.4.1 Contact Preintegration

For a leg that has non-slipping contact with the ground, (3.44) describes body veloc-

ity estimation through LO. This velocity can be integrated into a body displacement.
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We again focus on integrating measurements between state �̂�𝑘 and �̂�𝑘+1 including

sensor data from leg sensors, then have a revised constraint equation

𝑟′(�̂�𝑘, �̂�𝑘+1, 𝑍Δ𝑘) =

⎡⎢⎢⎢⎣
𝑟(�̂�𝑘, �̂�𝑘+1, 𝑍Δ𝑘)

𝐴(�̂�𝑘)
𝑇 (�̂�𝑘+1 − �̂�𝑘)− �̂�𝑘𝑘+1

�̂�𝑘+1 − �̂�𝑘

⎤⎥⎥⎥⎦ , (4.19)

where �̂�𝑘𝑘+1 is the integration result of

�̂�𝑘𝑖+1 = �̂�
𝑘
𝑖 + 𝐴(�̂�𝑏𝑘

𝑖 )�̂�𝑖𝛿𝑡, where (4.20)

�̂�𝑖 = −[𝐽(�̂�, �̂�) ˆ̇𝜑+ ⌊�̂� − b̂𝜔𝑘⌋×𝑔(�̂�, �̂�)]. (4.21)

Comparing to (4.14), (4.19) introduces the LO velocity integration as a measure-

ment model of body positions. The term �̂�𝑘𝑘+1 depends on sensor measurements, �̂�𝜔𝑘,

and �̂�𝑘. A version without kinematic parameter dependency is previously derived in

[54]. The error of this measurement, defined as 𝑒′𝑖 = [𝑒𝑖; 𝛿𝜖
𝑘
𝑖 ; 𝛿𝜌𝑖], has dynamics

𝑒′𝑖+1 =

⎡⎢⎢⎢⎣
𝐹𝑖 0

0 𝐼 −𝐴(�̂�𝑏𝑘
𝑖 )⌊�̂�𝑖⌋×𝛿𝑡 0 𝜁𝛿𝑡 0 𝜅𝛿𝑡

0 0 0 0 0 0 0

⎤⎥⎥⎥⎦ 𝑒′𝑖

+

⎡⎢⎢⎢⎣
𝐺𝑖 0

0 𝜁𝛿𝑡 0 0 𝜂𝛿𝑡 𝐴(�̂�𝑏𝑘
𝑖 )𝐽𝛿𝑡 𝐼𝛿𝑡 0

0 0 0 0 0 0 0 𝐼𝛿𝑡

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑛𝐼𝑀𝑈

𝑛𝜑

𝑛�̇�

𝑛𝑣

𝑛𝜌

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.22)

in which 𝐽 is short for 𝐽(𝜑, �̂�), the forward kinematics Jacobian. 𝑒𝑡, 𝑛𝑡, 𝐹𝑡, and
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𝐺𝑡 are defined in 4.15. The definitions of 𝜁, 𝜂, and 𝜅, along with the derivation of

the error dynamics, are in the Appendix. 𝑛𝜑 ∼ 𝒩 (0, 𝜎2
𝜑) and 𝑛�̇� ∼ 𝒩 (0, 𝜎2

�̇�
) are

the measurement noise of joint angle and joint angle velocity. 𝑛𝜌 ∼ 𝒩 (0, 𝜎2
𝜌) is the

kinematic parameter random walk noise. 𝑛𝑣 ∼ 𝒩 (0, 𝜎2
𝑣) is the uncertainty of the

contact preintegration motion constraint.

From the error dynamics, we can get 𝑃 𝑘
𝑘+1 and 𝐽𝑘+1 as in (4.16) and (4.17).

Then Jacobians such as 𝐽 𝜖
𝜌 =

𝜕𝜖𝑘𝑘+1

𝜕𝜌
extracted from 𝐽𝑘

𝑘+1 can allow fast preintegration

updates:

𝜖𝑘𝑘+1 = �̂�
𝑘
𝑘+1 + 𝐽 𝜖

𝜔𝛿𝑏𝜔 + 𝐽 𝜖
𝜌𝛿𝜌. (4.23)

This technique is critical for enabling real-time computation of the Cerberus while

doing kinematic calibration.

4.5 Experiments

Our C++ implementation of the Cerberus uses the factor graph optimizer and vi-

sion front end of the open source visual-inertial odometry software VINS-Fusion [118].

The IMU factor in VINS-Fusion is replaced with our proposed cost function (4.19).

We set 𝜌 = [𝑙𝑐], the calf length shown in Fig. 2-2 as it is changing during locomotion

[163]. We conducted experiments on sensor data collected on two quadruped robot

platforms, the Unitree A1 and Go1 [148]. Both robots perform trotting using dif-

ferent controller implementations. The list of sensors that provide data to our state

estimator is summarized in Table 4.1.

We focus on comparing the position drift percentages of a Kalman Filter (KF)

[19], visual-inertial odometry (VINS) [118], visual-inertia-leg odometry without kine-

96



matics calibration (VILO w/o calib), and the Cerberus (VILO with calib). The

only difference between the last two is the VILO w/o calib just uses a fixed value

𝜌 = [0.21𝑚] while the Cerberus calibrates the kinematic parameters.

Before focusing on Cerberus, we explain two important parameter estimation

function of Cerberus individually.

4.5.1 Parameter Estimation

Kinematic Parameter

We also test our measurement model in the context of an optimization-based sliding-

window estimator. We add the kinematic parameters and the body velocity measure-

ment model (3.51) to the open-source VINS-Fusion [118], one of the most popular

sliding-window estimators. The modified estimator takes inputs from a single Intel

Realsense D435 camera and other legged robot proprioceptive sensors as measure-

ments. The total cost of the sensor hardware is less than $2000. We run the estimator

on the standing-up datasets. The kinematic calibration can be done quickly when

the robot stands up. Fig. 4-8 shows the estimated 𝑙𝑐 values of different runs with dif-

ferent initial calf length values. The final mean length value after the robot finished

standing up (6s-11s) is 0.215m, which agrees with the previous experiment using

motion-capture data. However, we observe larger variance with the sliding-window

estimator. We attribute this difference to the use of visual sensors, which are less

accurate than the motion capture system used in the EKF. This experimental result

confirms that we can perform kinematics calibration within an optimization-based

estimator using low-cost onboard sensors, while quantitative analysis remains future

work.
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Figure 4-8: The calf length calibration results using Cerberus. For each of the
four standing-up datasets, we run the estimator three times with different random
initial calf lengths. Each solid curve shows the estimated calf length of each run.
The horizontal dash reference line indicates 0.215m, the mean value of estimations
between 6s to 11s.

Temporal Parameter

We use SWE method to estimate robot states and sensor delay time for a simulated

robot as an example of explaining the temporal parameter estimation. As shown in

Figure 4-9, we simulate a planar robot that moves along a certain trajectory. The

robot has a position sensor and a velocity sensor that generates measurements at

4Hz and 20Hz. Without the knowledge of the robot dynamics, we just use a planar

constant velocity integration model to represent its system dynamics. If the sensor

data has no delay, linear KF can estimate the robot position easily. But delay in

position sensor data will make the KF estimation worse.

Figure 4-10 and Figure 4-11 show that, without prior knowledge of the delay

time, the RMSE (root mean square error) of the estimation using SWE is much

smaller than that using conventional KF. Also, the SWE can deal with unknown

and changing delays. As shown in Figure 4-11 right, even when the delay time is

increasing, the estimated delay time follows the trend of the actual time. The code
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Figure 4-9: Left: simulated robot trajectory and sensor data. Right: If the position
sensor has no delay, the normal KF can estimate the robot trajectory very precisely
(red). However, if the position sensor data contains delays, the KF estimation result
is very bad (yellow). Even if we use outlier rejection in KF (purple), the result is
still not good compared to that has no delay.

implementation of this experiment is at https://github.com/ShuoYangRobotics/

MHE_delay_example.

4.5.2 Indoor Experiments

In a lab space equipped with an OptiTrack[112] motion-capture system, the robot

moves on flat ground following different paths with an average speed of 0.5m/s. We

record sensor data and ground-truth positions. We then run the Cerberus on a

desktop computer with Intel i7-7800X 3.50GHz CPU. The processing time is 50ms

per camera frame on average, which is faster than the camera sample rate (66ms).

Therefore, the state estimator should run in real time. Figure 4-12 compares the

ground truth trajectory (blue) with estimated trajectory using VINS (red), VILO

w/o calib (yellow), and VILO with calib (purple) in one dataset. Table 4.2 shows

average performance over 10 datasets.
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Figure 4-10: We compare different estimators’ performance using the root mean
square error (RMSE) by comparing the estimated position trajectory with the ground
truth. Left and right figures show two different types of robot motion trajectories.
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Figure 4-11: Left: when the sensor delay time is constant. The estimation converges
to the correct time (0.2s). Results from three different runs with different sensor data
and initial delay time values are shown. Right: if the sensor delay time is changing,
the estimation keep track of the growing trend of the time. Also, the results of three
runs are shown.
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Figure 4-12: Comparing with the mocap ground truth, VILO with calib has smaller
drift on all directions. The final drift of the VINS trajectory (red) is 1.73% while
the drift of the VILO w/o calib trajectory (yellow) is 1.25% and that of VILO with
calib (purple) is 1.13%.
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Figure 4-13: Linear velocity of the robot body on X,Y, and Z directions.

Figure 4-13 compares the velocities for one period in dataset 1. The LO velocity

is calculated according to [23]. It deviates from the ground truth a lot with rooted

mean-square error (RMSE) be (12.9, 16.7, 7.65) on each axis. The velocities esti-

mated by VIO, VILO, and VILO+BiasCorrect are all pretty close to the ground

truth. The RMSE of VILO+BiasCorrect velocity is (1.61, 2.83, 2.11) comparing to

that of VIO (1.85, 3.56, 2.68) and that of VILO (1.79, 2.79, 2.15).

4.5.3 Outdoor Experiments

The contribution of kinematics calibration to long-term position estimation is verified

in outdoor experiments. Two robots collected datasets in several outdoor environ-

ments while traveling over 1.5 km with an average velocity of 0.5 𝑚/𝑠. Note that

our robots move at a much faster speed than prior works (for example, [76] is 0.125
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Dataset KF-PO VIO VILO
w/o calib Cerberus

Indoor
(average 10) 6.53% 1.31% 1.02% 0.92%

Street > 10% 0.89% 0.70% 0.85%
Track > 10% 3.9% 2.6% 0.98%

Campus > 10% break 3.32% 1.65%

Table 4.2: Hardware Experiment Final Drifts Comparison

𝑚/𝑠 and [161] is 0.25 𝑚/𝑠). In each dataset, the robot moves in a large loop and

we evaluate the final position estimation drift after the robot returns to the starting

point. We also note that 1% drift is equivalent to 0.1𝑚 of the 10M Relative Trans-

lation Error (RTE) metric used in [161] and [76]. Details of datasets can be found

in the open-source code base.

Figures 4-1, 4-14, and 4-15 compare the estimated trajectories for three datasets,

“Track”, “Campus”, and “Street”. Table 4.2 contains quantitative analysis of drift per-

centage for different datasets. The “Campus” dataset is particularly difficult because

the robot runs at over 1 𝑚/𝑠 on various indoor and outdoor terrains with different

slopes. See the supplementary video for its estimation run visualization and kine-

matic parameter estimation result. VILO with calib outperforms all other methods

across all datasets except for “Street”, where both methods have very small drift

values that have no statistically significant difference. Even though our datasets are

longer and contain faster and more challenging dynamics, the Cerberus algorithm

achieves < 1% drift on most of them and 1.65% drift on the hardest case. No prior

work has achieved this level of performance.
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Figure 4-14: During the recording of the “Campus” dataset, the Go 1 robot ran 345
m with an average speed of 1 m/s in indoor and outdoor environments. VINS fails,
so no result is shown. VILO with calibration has the smallest final position drift
after returning to the starting point (red star).
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Figure 4-15: Dataset “Street” algorithm run visualization and the estimation result.
GPS position reference is collected using iPhone App “Gaia GPS”. The final drift of
VILO with calib is 2.22m (0.85% after 260m travel) comparing to 1.84m of VILO
w/o calib.

4.5.4 Robust Estimation

Since the Cerberus combines various sensor sources, the position estimation is robust

against camera occlusion, foot slippage, and excessive body shakiness. The supple-

mentary video contains more challenging scenarios that demonstrate the robustness

of the estimator.

4.6 Conclusions

We have presented Cerberus, a VILO algorithm that uses kinematic calibration in

contact preintegration and contact outlier rejection to improve performance. Indoor

and outdoor experiments on two robots have demonstrated that our state estimator

outperforms many existing methods. We believe that kinematic parameter errors,

like IMU biases, should always be modeled and calibrated to achieve precise long-
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term estimation for legged robots. Finally, our open-sourced Cerberus package can

serve as a baseline for future work.

4.7 Appendix

We present several important factors used in Ceberus’ factor graph.

4.7.1 Leg-IMU Factor Derivation

As defined in Section 4.4, the robot state is 𝑥𝑘 = [𝑝𝑤𝑏𝑘 , 𝑞
𝑤
𝑏𝑘
, 𝑣𝑤𝑏𝑘 , 𝑏𝑎𝑘, 𝑏𝑔𝑘, 𝑏𝑣𝑘, 𝜌2𝑘, 𝜌3𝑘, 𝜌4𝑘],

where 𝑝𝑤𝑏𝑘 , 𝑞
𝑤
𝑏𝑘

are the robot position and orientation (pose), 𝑣𝑤𝑏𝑘 is the robot COM

velocity in world frame. 𝑏𝑎𝑘, 𝑏𝑔𝑘 are the IMU biases. 𝑏𝑣𝑘 is the leg odometry velocity

bias. 𝜌𝑗𝑘 is the kinematic parameter of leg 𝑗.

Preintegration Terms

𝛼𝑘
𝑘+1 =

∫︁ ∫︁
𝑡∈[𝑡𝑘,𝑡𝑘+1]

𝑅𝑏𝑘
𝑡 (𝑎𝑚𝑡 − 𝑏𝑎𝑡 − 𝑛𝑎)𝑑𝑡

2 (4.24)

𝛽𝑘
𝑘+1 = �̇�𝑘

𝑘+1 =

∫︁
𝑡∈[𝑡𝑘,𝑡𝑘+1]

𝑅𝑏𝑘
𝑡 (𝑎𝑚𝑡 − 𝑏𝑎𝑡 − 𝑛𝑎)𝑑𝑡 (4.25)

𝛾𝑘𝑘+1 =

∫︁
𝑡∈[𝑡𝑘,𝑡𝑘+1]

𝛾𝑏𝑘𝑡
⨂︁ 1

2

⎡⎣ 0

(𝜔𝑚𝑡 − 𝑏𝑔𝑡 − 𝑛𝑔)𝑑𝑡

⎤⎦ (4.26)

𝜖𝑘𝑘+1 =

∫︁
𝑡∈[𝑡𝑘,𝑡𝑘+1]

𝑅𝑏𝑘
𝑡 (𝑣𝑚𝑡 − 𝑏𝑣𝑘 − 𝑛𝑣𝑡)𝑑𝑡 (4.27)
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𝑣𝑚𝑡 =
∑︁
𝑗

𝑤𝑗/𝑊 * 𝑣𝑚𝑡,𝑗 (4.28)

=−
∑︁
𝑗

𝑤𝑗/𝑊 * [𝑅𝑏𝑟𝐽(𝜑𝑗𝑡 − 𝑛𝜑𝑡, 𝜌𝑗)(�̇�𝑗𝑡 − 𝑛𝜑𝑡)

+ (𝜔𝑚𝑡 − 𝑏𝑔𝑡 − 𝑛𝑔)× [𝑝𝑏𝑟 +𝑅𝑏𝑟𝑔(𝜑𝑗𝑡 − 𝑛𝜑𝑡, 𝜌𝑗)]]

Residual

𝑧𝑡 = [𝑎𝑚𝑡 , 𝜔𝑚𝑡 , 𝜑𝑗𝑡, �̇�𝑗𝑡, 𝑐𝑗𝑡] as the sensor measurements at time 𝑡 and 𝑍𝑘,𝑘+1 = {𝑧𝑡|𝑡 ∈

[𝑡𝑘, 𝑡𝑘+1]} be all sensor measurements between two time steps, we define the baseline

IMU-leg residual 𝑟 as (the dimension is 7× 3 + 4 = 25)

𝑟(𝑥𝑘,𝑥𝑘+1, 𝑍𝑘,𝑘+1) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑅𝑏𝑘
𝑤 (𝑝𝑤𝑏𝑘+1

− 𝑝𝑤𝑏𝑘 +
1
2
𝑔𝑤∆𝑡2 − 𝑣𝑤𝑏𝑘∆𝑡)− 𝛼

𝑘
𝑘+1

log(𝑞𝑤
−1

𝑏𝑘

⨂︀
𝑞𝑤𝑏𝑘+1

⨂︀
𝛾𝑘

−1

𝑘+1)

𝑅𝑏𝑘
𝑤 (𝑣𝑤𝑏𝑘+1

+ 𝑔𝑤∆𝑡− 𝑣𝑤𝑏𝑘)− 𝛽
𝑘
𝑘+1

𝑅𝑏𝑘
𝑤 (𝑝𝑤𝑏𝑘+1

− 𝑝𝑤𝑏𝑘)− 𝜖
𝑘
𝑘+1,

𝑏𝑎𝑘+1 − 𝑏𝑎𝑘
𝑏𝑔𝑘+1 − 𝑏𝑔𝑘
𝑏𝑣𝑘+1 − 𝑏𝑣𝑘

𝜌𝑗𝑘+1 − 𝜌𝑗𝑘, for 𝑗 = 1, 2, 3, 4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4.29)
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Continuos Time Error Dynamics

The eqs. (4.24) to (4.27) are the results of an ideal integration process. On real

system we can only get estimated result because the noise terms are unkown

�̂�𝑘
𝑘+1 =

∫︁ ∫︁
𝑡∈[𝑡𝑘,𝑡𝑘+1]

�̂�𝑏𝑘
𝑡 (𝑎𝑚𝑡 − �̂�𝑎𝑡)𝑑𝑡2

𝛽𝑘
𝑘+1 =

˙̂𝛼𝑘
𝑘+1 =

∫︁
𝑡∈[𝑡𝑘,𝑡𝑘+1]

�̂�𝑏𝑘
𝑡 (𝑎𝑚𝑡 − �̂�𝑎𝑡)𝑑𝑡

𝛾𝑘𝑘+1 =

∫︁
𝑡∈[𝑡𝑘,𝑡𝑘+1]

𝛾𝑏𝑘𝑡
⨂︁ 1

2

⎡⎣ 0

(𝜔𝑚𝑡 − �̂�𝑔𝑡)𝑑𝑡

⎤⎦
𝜖𝑘𝑘+1 =

∫︁
𝑡∈[𝑡𝑘,𝑡𝑘+1]

�̂�𝑏𝑘
𝑡 (𝑣𝑚𝑡 − �̂�𝑣𝑡)𝑑𝑡

where

𝑣𝑚𝑡 =
∑︁
𝑗

𝑤𝑗/𝑊*𝑣𝑚𝑡,𝑗 = −
∑︁
𝑗

𝑤𝑗/𝑊*[𝑅𝑏𝑟𝐽(𝜑𝑗𝑡, 𝜌𝑗)(�̇�𝑗𝑡)+(𝜔𝑚𝑡−�̂�𝑔𝑡)×[𝑝𝑏𝑟+𝑅𝑏𝑟𝑔(𝜑𝑗𝑡, 𝜌𝑗)]]

(4.30)

The 𝑣𝑚𝑡,𝑗 can be simplified as

𝑣𝑚𝑡,𝑗 =−𝑅𝑏𝑟𝐽(𝜑− 𝑛𝜑, 𝜌)(�̇�− 𝑛�̇�)− (𝜔𝑚𝑡 − 𝑏𝑔𝑡 − 𝑛𝑔)× [𝑝𝑏𝑟 +𝑅𝑏𝑟𝑔(𝜑− 𝑛𝜑, 𝜌)]

=−𝑅𝑏𝑟𝐽(𝜑, 𝜌)(�̇�− 𝑛�̇�) +𝑅𝑏𝑟(�̇�
𝑇 ⌢⊗ 𝐼3)

𝜕𝑣𝑒𝑐(𝐽(𝜑, 𝜌))

𝜕𝜑
𝑛𝜑

− (𝜔𝑚𝑡 − 𝑏𝑔𝑡 − 𝑛𝑔)× [𝑝𝑏𝑟 +𝑅𝑏𝑟(𝑔(𝜑, 𝜌)− 𝐽(𝜑, 𝜌)𝑛𝜑)]

=−𝑅𝑏𝑟𝐽(𝜑, 𝜌)�̇�− (𝜔𝑚𝑡 − 𝑏𝑔𝑡)× [𝑝𝑏𝑟 +𝑅𝑏𝑟𝑔(𝜑, 𝜌)]

− ⌊𝑝𝑏𝑟 +𝑅𝑏𝑟𝑔(𝜑, 𝜌)⌋×𝑛𝑔 +𝑅𝑏𝑟𝐽(𝜑, 𝜌)𝑛�̇�

+𝑅𝑏𝑟(�̇�
𝑇 ⌢⊗ 𝐼3)

𝜕𝑣𝑒𝑐(𝐽(𝜑, 𝜌))

𝜕𝜑
𝑛𝜑 + ⌊𝜔𝑚𝑡 − 𝑏𝑔𝑡⌋×𝑅𝑏𝑟𝐽(𝜑, 𝜌)𝑛𝜑

=−𝑅𝑏𝑟𝐽(𝜑, 𝜌)�̇�− (𝜔𝑚𝑡 − 𝑏𝑔𝑡)× [𝑝𝑏𝑟 +𝑅𝑏𝑟𝑔(𝜑, 𝜌)] + 𝑛𝑙𝑡,𝑗
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where

𝑛𝑙𝑡,𝑗 = −⌊𝑝𝑏𝑟+𝑅𝑏𝑟𝑔(𝜑, 𝜌)⌋×𝑛𝑔+𝑅𝑏𝑟𝐽(𝜑, 𝜌)𝑛�̇�+𝑅𝑏𝑟(�̇�
𝑇 ⌢⊗𝐼3)

𝜕𝑣𝑒𝑐(𝐽(𝜑, 𝜌))

𝜕𝜑
𝑛𝜑+⌊𝜔𝑚𝑡−𝑏𝑔𝑡⌋×𝑅𝑏𝑟𝐽(𝜑, 𝜌)𝑛𝜑

Define

𝜅1 = (�̇�𝑇 ⌢⊗ 𝐼3)
𝜕𝑣𝑒𝑐(𝐽(𝜑, 𝜌))

𝜕𝜑

𝜅2 = (�̇�𝑇 ⌢⊗ 𝐼3)
𝜕𝑣𝑒𝑐(𝐽(𝜑, 𝜌))

𝜕𝜌

Also notice 𝑏𝑔𝑡 = �̂�𝑔𝑡 + 𝛿𝑏𝑔𝑡, 𝜌 = 𝜌 + 𝛿𝜌, and define 𝑔𝑏𝑗 = 𝑝𝑏𝑟 + 𝑅𝑏𝑟𝑔𝑗(𝜑𝑗, 𝜌) and

𝑔𝑏𝑗 = 𝑝𝑏𝑟 +𝑅𝑏𝑟𝑔𝑗(𝜑𝑗, 𝜌) (𝑔𝑏𝑗 = 𝑔𝑏𝑗 +𝑅𝑏𝑟
𝜕𝑔(𝜑,𝜌)

𝜕𝜌
𝛿𝜌), so

𝑣𝑚𝑡,𝑗 =𝑣𝑚𝑡,𝑗 −𝑅𝑏𝑟𝜅2𝛿𝜌− ⌊𝑔𝑏𝑗⌋×𝛿𝑏𝑔 − ⌊𝜔𝑚𝑡 − �̂�𝑔𝑡⌋×𝑅𝑏𝑟
𝜕𝑔(𝜑, 𝜌)

𝜕𝜌
𝛿𝜌+ 𝑛𝑙𝑡,𝑗

Define

𝜅3 = 𝑅𝑏𝑟𝜅2 + ⌊𝜔𝑚𝑡 − �̂�𝑔𝑡⌋×𝑅𝑏𝑟
𝜕𝑔(𝜑, 𝜌)

𝜕𝜌

So we have

𝑣𝑚𝑡 = 𝑣𝑚𝑡 +
∑︁
𝑗

𝑤𝑗

𝑊
𝑛𝑙𝑡,𝑗 − {

∑︁
𝑗

𝑤𝑗

𝑊
⌊𝑔𝑏𝑗⌋×}𝛿𝑏𝑔𝑡 (4.31)

− {
∑︁
𝑗

𝑤𝑗

𝑊
𝜅3𝛿𝜌𝑗} (4.32)

We notice

𝑅𝑏𝑘
𝑡 = �̂�𝑏𝑘

𝑡 (𝐼 + ⌊𝛿𝜃⌋×)
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Derive error dynamics

𝛿�̇�𝑘𝑘+1 =�̇�
𝑘
𝑘+1 − ˙̂𝜖𝑘𝑘+1 = 𝑅𝑏𝑘

𝑡 (𝑣𝑚𝑡 − 𝑏𝑣𝑘 − 𝑛𝑣𝑡)− �̂�𝑏𝑘
𝑡 (𝑣𝑚𝑡 − �̂�𝑣𝑡) (4.33)

=�̂�𝑏𝑘
𝑡 (𝐼 + ⌊𝛿𝜃⌋×)𝑣𝑚𝑡 − �̂�

𝑏𝑘
𝑡 (𝐼 + ⌊𝛿𝜃⌋×)𝑏𝑣𝑘 − �̂�𝑏𝑘

𝑡 (𝐼 + ⌊𝛿𝜃⌋×)𝑛𝑣𝑡 − �̂�𝑏𝑘
𝑡 𝑣𝑚𝑡 + �̂�𝑏𝑘

𝑡 �̂�𝑣𝑡

=�̂�𝑏𝑘
𝑡 𝑣𝑚𝑡 − �̂�

𝑏𝑘
𝑡 ⌊𝑣𝑚𝑡⌋×𝛿𝜃 − �̂�

𝑏𝑘
𝑡 𝑏𝑣𝑘 + �̂�𝑏𝑘

𝑡 ⌊𝑏𝑣𝑘⌋×𝛿𝜃 − �̂�
𝑏𝑘
𝑡 𝑛𝑣𝑡

− �̂�𝑏𝑘
𝑡 𝑣𝑚𝑡 + �̂�𝑏𝑘

𝑡 �̂�𝑣𝑡

=�̂�𝑏𝑘
𝑡 (

∑︁
𝑗

𝑤𝑗

𝑊
𝑛𝑙𝑡,𝑗 − {

∑︁
𝑗

𝑤𝑗

𝑊
⌊𝑔𝑏𝑗⌋×}𝛿𝑏𝑔𝑡 − {

∑︁
𝑗

𝑤𝑗

𝑊
𝜅3𝛿𝜌𝑗}) (4.34)

−�̂�𝑏𝑘
𝑡 ⌊𝑣𝑚𝑡 − �̂�𝑣𝑘⌋×𝛿𝜃 − �̂�

𝑏𝑘
𝑡 𝛿𝑏𝑣𝑘 − �̂�

𝑏𝑘
𝑡 𝑛𝑣𝑡

Define

𝜅4 = 𝑅𝑏𝑟𝜅1 + ⌊𝜔𝑚𝑡 − 𝑏𝑔𝑡⌋×𝑅𝑏𝑟𝐽(𝜑, 𝜌)

then

𝑛𝑙𝑡,𝑗 = −⌊𝑔𝑏𝑗⌋×𝑛𝑔 +𝑅𝑏𝑟𝐽(𝜑, 𝜌)𝑛�̇� + 𝜅4𝑛𝜑

We can drop the term �̂�𝑏𝑘
𝑡 for all noise term.

𝛿�̇�𝑘𝑘+1 =
∑︁
𝑗

𝑤𝑗

𝑊
𝑛𝑙𝑡,𝑗 − �̂�𝑏𝑘

𝑡 {
∑︁
𝑗

𝑤𝑗

𝑊
⌊𝑔𝑏𝑗⌋×}𝛿𝑏𝑔𝑡 − {�̂�𝑏𝑘

𝑡

∑︁
𝑗

𝑤𝑗

𝑊
𝜅3𝛿𝜌𝑗} (4.35)

−�̂�𝑏𝑘
𝑡 ⌊𝑣𝑚𝑡 − �̂�𝑣𝑘⌋×𝛿𝜃 − �̂�

𝑏𝑘
𝑡 𝛿𝑏𝑣𝑘 − 𝑛𝑣𝑡

=− �̂�𝑏𝑘
𝑡 ⌊𝑣𝑚𝑡 − �̂�𝑣𝑘⌋×𝛿𝜃 − �̂�

𝑏𝑘
𝑡 {

∑︁
𝑗

𝑤𝑗

𝑊
⌊𝑔𝑏𝑗⌋×}𝛿𝑏𝑔𝑡

− �̂�𝑏𝑘
𝑡 𝛿𝑏𝑣𝑘 − {�̂�

𝑏𝑘
𝑡

∑︁
𝑗

𝑤𝑗

𝑊
𝜅3𝛿𝜌𝑗}

−
∑︁
𝑗

𝑤𝑗

𝑊
⌊𝑔𝑏𝑗⌋×𝑛𝑔 +

∑︁
𝑗

𝑤𝑗

𝑊
𝑅𝑏𝑟𝐽(𝜑, 𝜌)𝑛�̇� +

∑︁
𝑗

𝑤𝑗

𝑊
𝜅4𝑛𝜑 − 𝑛𝑣𝑡 (4.36)
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4.7.2 Midpoint Method Discretize Dynamics

To improve numerical conditions of dynamics terms, we use the midpoint method to

rewrite discretized dynamics in the previous section as follows.

𝛿𝜃

𝛿𝜃𝑖+1 =𝜅9𝛿𝜃𝑖 −
𝛿𝑡

2
𝑛𝑔𝑖 −

𝛿𝑡

2
𝑛𝑔𝑖+1 − 𝛿𝑡𝛿𝑏𝑔𝑡 (4.37)

𝜅9 = [𝐼 − ⌊𝜔𝑚𝑖+1 + 𝜔𝑚𝑖

2
− �̂�𝑔𝑘⌋×𝛿𝑡]

𝛿𝛽

𝛿𝛽𝑖+1 = 𝛿𝛽𝑖 + 𝜅5𝛿𝜃𝑖 −
𝛿𝑡

2
(�̂�𝑏𝑘

𝑖+1 + �̂�𝑏𝑘
𝑖 )𝛿𝑏𝑎𝑡 + 𝜅6𝛿𝑏𝑔𝑡 −

𝛿𝑡

2
(�̂�𝑏𝑘

𝑖 𝑛𝑎𝑖 + �̂�𝑏𝑘
𝑖+1𝑛𝑎𝑖+1) + 𝜅7(𝑛𝑔𝑖 + 𝑛𝑔𝑖+1)

(4.38)

where

𝜅5 = −
𝛿𝑡

2
�̂�𝑏𝑘

𝑖 ⌊𝑎𝑚𝑖
− �̂�𝑎𝑡⌋× −

𝛿𝑡

2
�̂�𝑏𝑘

𝑖+1⌊𝑎𝑚𝑖+1
− �̂�𝑎𝑡⌋×[𝐼 − ⌊

𝜔𝑚𝑖+1 + 𝜔𝑚𝑖

2
− �̂�𝑔𝑘⌋×𝛿𝑡]

𝜅6 =
𝛿𝑡2

2
�̂�𝑏𝑘

𝑖+1⌊𝑎𝑚𝑖+1
− �̂�𝑎𝑡⌋×

𝜅7 =
𝛿𝑡2

4
�̂�𝑏𝑘

𝑖+1⌊𝑎𝑚𝑖+1
− �̂�𝑎𝑡⌋×
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𝛿𝛼

𝛿𝛼𝑖+1 = 𝛿𝛼𝑖 + 𝛿𝑡𝛿𝛽𝑖 +
𝛿𝑡

2
𝜅5𝛿𝜃𝑖 −

𝛿𝑡2

4
(�̂�𝑏𝑘

𝑖+1 + �̂�𝑏𝑘
𝑖 )𝛿𝑏𝑎𝑡

+
𝛿𝑡

2
𝜅6𝛿𝑏𝑔𝑡 −

𝛿𝑡2

4
(�̂�𝑏𝑘

𝑖 𝑛𝑎𝑖 + �̂�𝑏𝑘
𝑖+1𝑛𝑎𝑖+1) +

𝛿𝑡

2
𝜅7(𝑛𝑔𝑖 + 𝑛𝑔𝑖+1)

𝛿𝜖

Finally, the discretization of (4.36) is

𝛿𝜖𝑖+1,𝑗 = 𝛿𝜖𝑖,𝑗+

𝜅8𝛿𝜃𝑖 +
𝛿𝑡2

4
�̂�𝑏𝑘,𝑖+1

𝑡 ⌊𝑣𝑚𝑡,𝑖+1 − �̂�𝑣𝑘⌋×(𝑛𝑔𝑖 + 𝑛𝑔𝑖+1) +
𝛿𝑡2

2
�̂�𝑏𝑘,𝑖+1

𝑡 ⌊𝑣𝑚𝑡,𝑖+1 − �̂�𝑣𝑘⌋×𝛿𝑏𝑔𝑡

− 𝛿𝑡

2
�̂�𝑏𝑘,𝑖

𝑡 {
∑︁
𝑗

𝑤𝑗,𝑖

𝑊
⌊𝑔𝑏𝑗,𝑖⌋×}𝛿𝑏𝑔𝑡 −

𝛿𝑡

2
�̂�𝑏𝑘,𝑖

𝑡 𝛿𝑏𝑣𝑘 −
𝛿𝑡

2
{�̂�𝑏𝑘,𝑖

𝑡

∑︁
𝑗

𝑤𝑗,𝑖

𝑊
𝜅3,𝑖𝛿𝜌𝑗}

− 𝛿𝑡

2
�̂�𝑏𝑘,𝑖+1

𝑡 {
∑︁
𝑗

𝑤𝑗,𝑖+1

𝑊
⌊𝑔𝑏𝑗,𝑖+1⌋×}𝛿𝑏𝑔𝑡 −

𝛿𝑡

2
�̂�𝑏𝑘,𝑖+1

𝑡 𝛿𝑏𝑣𝑘 −
𝛿𝑡

2
{�̂�𝑏𝑘,𝑖+1

𝑡

∑︁
𝑗

𝑤𝑗,𝑖+1

𝑊
𝜅3,𝑖+1𝛿𝜌𝑗}

− 𝛿𝑡

2

∑︁
𝑗

𝑤𝑗,𝑖

𝑊
⌊𝑔𝑏𝑗,𝑖⌋×𝑛𝑔 +

𝛿𝑡

2

∑︁
𝑗

𝑤𝑗,𝑖

𝑊
𝑅𝑏𝑟𝐽(𝜑, 𝜌)𝑛�̇� +

𝛿𝑡

2

∑︁
𝑗

𝑤𝑗,𝑖

𝑊
𝜅4,𝑖𝑛𝜑 −

𝛿𝑡

2
𝑛𝑣𝑡,𝑖

− 𝛿𝑡

2

∑︁
𝑗

𝑤𝑗,𝑖+1

𝑊
⌊𝑔𝑏𝑗,𝑖+1⌋×𝑛𝑔 +

𝛿𝑡

2

∑︁
𝑗

𝑤𝑗,𝑖+1

𝑊
𝑅𝑏𝑟𝐽(𝜑, 𝜌)𝑛�̇� +

𝛿𝑡

2

∑︁
𝑗

𝑤𝑗,𝑖+1

𝑊
𝜅4,𝑖+1𝑛𝜑 −

𝛿𝑡

2
𝑛𝑣𝑡,𝑖+1

𝜅8 = −
𝛿𝑡

2
�̂�𝑏𝑘

𝑖 ⌊𝑣𝑚𝑖
− �̂�𝑣𝑘⌋× −

𝛿𝑡

2
�̂�𝑏𝑘

𝑖+1⌊𝑣𝑚𝑖+1
− �̂�𝑣𝑘⌋×[𝐼 − ⌊

𝜔𝑚𝑖+1 + 𝜔𝑚𝑖

2
− �̂�𝑔𝑘⌋×𝛿𝑡]

4.7.3 Error dynamics equation

The discretized error dynamics is
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𝛿𝐸𝑘
𝑡+𝛿𝑡 = 𝐹𝑖𝛿𝐸

𝑘
𝑡 +𝐺𝑖𝑛𝑡 =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐼 𝛿𝑡
2
𝜅5 𝛿𝑡 0 − 𝛿𝑡2

4
(�̂�𝑏𝑘

𝑖+1 + �̂�𝑏𝑘
𝑖 ) 0 0 0 0 0 0

0 𝜅9 0 0 0 −𝛿𝑡 0 0 0 0 0

0 𝜅5 𝐼 0 − 𝛿𝑡
2
(�̂�𝑏𝑘

𝑖+1 + �̂�𝑏𝑘
𝑖 ) 𝜅6 0 0 0 0 0

0 𝜅8 0 𝐼 0 𝜅10 − 𝛿𝑡
2
(�̂�𝑏𝑘

𝑖+1 + �̂�𝑏𝑘
𝑖 ) − 𝛿𝑡

2
(�̂�𝑏𝑘

𝑖+1
𝑤1,𝑖+1

𝑊
𝜅3,𝑖+1 + �̂�𝑏𝑘

𝑖
𝑤1,𝑖

𝑊
𝜅3,𝑖) * * *

0 0 0 0 𝐼 0 0 0 0 0 0

0 0 0 0 0 𝐼 0 0 0 0 0

0 0 0 0 0 0 𝐼 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝛿𝛼𝑘
𝑡

𝛿𝜃𝑘𝑡

𝛿𝛽𝑘
𝑡

𝛿𝜖𝑘𝑡

𝛿𝑏𝑎𝑡

𝛿𝑏𝑔𝑡

𝛿𝑏𝑣𝑡

𝛿𝜌1

𝛿𝜌2

𝛿𝜌3

𝛿𝜌4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 𝛿𝑡2

4
�̂�𝑏𝑘

𝑖
𝛿𝑡
2
𝜅7 − 𝛿𝑡2

4
�̂�𝑏𝑘

𝑖+1
𝛿𝑡
2
𝜅7 0 0 0

0 − 𝛿𝑡
2

0 − 𝛿𝑡
2

0 0 0

− 𝛿𝑡
2
�̂�𝑏𝑘

𝑖 𝜅7 − 𝛿𝑡
2
�̂�𝑏𝑘

𝑖+1 𝜅7 0 0 0

0 𝜅11 − 𝛿𝑡
2
�̂�𝑏𝑘

𝑖

∑︀
𝑗
𝑤𝑗

𝑊
⌊𝑔𝑏𝑖𝑗⌋× 0 𝜅11 − 𝛿𝑡

2
�̂�𝑏𝑘

𝑖+1

∑︀
𝑗
𝑤𝑗

𝑊
⌊𝑔𝑏𝑖+1𝑗⌋× 0 0 0

0 0 0 0 𝛿𝑡 0 0

0 0 0 0 0 𝛿𝑡 0

0 0 0 0 0 0 𝛿𝑡

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. . .
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

𝛿𝑡
2
�̂�𝑏𝑘

𝑖

∑︀
𝑗
𝑤𝑗

𝑊
𝜅4,𝑖

𝛿𝑡
2
�̂�𝑏𝑘

𝑖+1

∑︀
𝑗
𝑤𝑗

𝑊
𝜅4,𝑖+1

𝛿𝑡
2
�̂�𝑏𝑘

𝑖 𝑅𝑏𝑟

∑︀
𝑗
𝑤𝑗

𝑊
𝐽(𝜑𝑖𝑗)

𝛿𝑡
2
�̂�𝑏𝑘

𝑖+1𝑅𝑏𝑟

∑︀
𝑗
𝑤𝑗

𝑊
𝐽(𝜑𝑖+1𝑗) −𝛿𝑡 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 𝛿𝑡 0 0 0

0 0 0 0 0 0 𝛿𝑡 0 0

0 0 0 0 0 0 0 𝛿𝑡 0

0 0 0 0 0 0 0 0 𝛿𝑡

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑛𝑎𝑖

𝑛𝑔𝑖

𝑛𝑎𝑖+1

𝑛𝑔𝑖+1

𝑛𝑏𝑎𝑡

𝑛𝑏𝑔𝑡

𝑛𝑏𝑣𝑡

𝑛𝜑𝑖

𝑛𝜑𝑖+1

𝑛�̇�𝑖

𝑛�̇�𝑖+1

𝑛𝑣𝑖

𝑛𝜌1

𝑛𝜌2

𝑛𝜌3

𝑛𝜌4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

𝜅10 =
𝛿𝑡2

2
�̂�𝑏𝑘

𝑖+1⌊𝑣𝑚𝑖+1
− �̂�𝑣𝑘⌋× −

𝛿𝑡

2
(�̂�𝑏𝑘

𝑖

∑︁
𝑗

𝑤𝑗

𝑊
⌊𝑔𝑏𝑖𝑗⌋× + �̂�𝑏𝑘

𝑖+1

∑︁
𝑗

𝑤𝑗

𝑊
⌊𝑔𝑏𝑖+1𝑗⌋×)

𝜅11 =
𝛿𝑡2

4
�̂�𝑏𝑘

𝑖+1⌊𝑣𝑚𝑖+1
− �̂�𝑣𝑘⌋×
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4.7.4 Residual Jacobian

In this section we list Jacobians of (4.29) w.r.t to 𝑥𝑘 = [𝑝𝑤𝑏𝑘 , 𝑞
𝑤
𝑏𝑘
, 𝑣𝑤𝑏𝑘 , 𝑏𝑎𝑘, 𝑏𝑔𝑘, 𝑏𝑣𝑘, 𝜌1𝑘, 𝜌2𝑘, 𝜌3𝑘, 𝜌4𝑘]

and

𝑥𝑘+1 = [𝑝𝑤𝑏𝑘+1
, 𝑞𝑤𝑏𝑘+1

, 𝑣𝑤𝑏𝑘+1
, 𝑏𝑎𝑘+1, 𝑏𝑔𝑘+1, 𝑏𝑣𝑘+1, 𝜌1𝑘+1, 𝜌2𝑘+1, 𝜌3𝑘+1, 𝜌4𝑘+1] as follows:

𝐽 [0]25×7 =

[︂
𝜕𝑟

𝜕𝑝𝑤𝑏𝑘

𝜕𝑟
𝜕𝑞𝑤𝑏𝑘

]︂
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−𝑅𝑏𝑘
𝑤 ⌊𝑅𝑏𝑘

𝑤 (𝑝𝑤𝑏𝑘+1
− 𝑝𝑤𝑏𝑘 +

1
2
𝑔𝑤∆𝑡2 − 𝑣𝑤𝑏𝑘∆𝑡)⌋

×

0 −[ℒ[𝑞𝑤𝑏𝑘+1

−1
⨂︀

𝑞𝑤𝑏𝑘 ]ℛ(𝛾
𝑘
𝑘+1)]3×3

0 ⌊𝑅𝑏𝑘
𝑤 (𝑣𝑤𝑏𝑘+1

+ 𝑔𝑤∆𝑡− 𝑣𝑤𝑏𝑘)⌋
×

−𝑅𝑏𝑘
𝑤 ⌊𝑅𝑏𝑘

𝑤 (𝑝𝑤𝑏𝑘+1
− 𝑝𝑤𝑏𝑘)⌋

×

0 0

0 0

0 0

0 0

0 0

0 0

0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4.39)
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𝐽 [1]25×9 =

[︂
𝜕𝑟

𝜕𝑣𝑤𝑏𝑘

𝜕𝑟
𝜕𝑏𝑎𝑘

𝜕𝑟
𝜕𝑏𝑔𝑘

]︂
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−𝑅𝑏𝑘
𝑤 ∆𝑡 −𝐽𝛼

𝑏𝑎
−𝐽𝛼

𝑏𝑔

0 0 −ℒ[𝑞𝑤𝑏𝑘+1

−1
⨂︀

𝑞𝑤𝑏𝑘
⨂︀

𝛾𝑘𝑘+1]3×3𝐽
𝛾
𝑏𝑔

−𝑅𝑏𝑘
𝑤 −𝐽𝛽

𝑏𝑎
−𝐽𝛽

𝑏𝑔

0 0 −𝐽 𝜖
𝑏𝑔

0 −𝐼 0

0 0 −𝐼

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

𝐽 [2]25×7 =
[︁

𝜕𝑟
𝜕𝑏𝑣𝑘

𝜕𝑟
𝜕𝜌1

𝜕𝑟
𝜕𝜌2

𝜕𝑟
𝜕𝜌3

𝜕𝑟
𝜕𝜌4

]︁
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

−𝐽 𝜖
𝑏𝑣𝑘
−𝐽 𝜖

𝜌1𝑘
−𝐽 𝜖

𝜌2𝑘
−𝐽 𝜖

𝜌3𝑘
−𝐽 𝜖

𝜌4𝑘

0 0 0 0 0

0 0 0 0 0

−𝐼 0 0 0 0

0 −1 0 0 0

0 0 −1 0 0

0 0 0 −1 0

0 0 0 0 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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𝐽 [3]25×7 =

[︂
𝜕𝑟

𝜕𝑝𝑤𝑏𝑘+1

𝜕𝑟
𝜕𝑞𝑤𝑏𝑘+1

]︂
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑅𝑏𝑘
𝑤 0

0 ℒ[𝛾𝑘𝑘+1
−1⨂︀

𝑞𝑤𝑏𝑘
−1

⨂︀
𝑞𝑤𝑏𝑘+1

]3×3

0 0

𝑅𝑏𝑘
𝑤 0

0 0

0 0

0 0

0 0

0 0

0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4.40)

𝐽 [4]25×9 =

[︂
𝜕𝑟

𝜕𝑣𝑤𝑏𝑘+1

𝜕𝑟
𝜕𝑏𝑘+1

𝜕𝑟
𝜕𝑏𝑘+1

]︂
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0

0 0 0

𝑅𝑏𝑘
𝑤 0 0

0 0 0

0 𝐼 0

0 0 𝐼

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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𝐽 [5]25×7 =
[︁

𝜕𝑟
𝜕𝑏𝑣𝑘+1

𝜕𝑟
𝜕𝜌1

𝜕𝑟
𝜕𝜌2

𝜕𝑟
𝜕𝜌3

𝜕𝑟
𝜕𝜌4

]︁
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

𝐼 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Chapter 5

Multi-IMU Proprioceptive Odometry

In Chapter 3 and Chapter 4 we mainly leveraged a model where we treat foot de-

formations as leg kinematic parameter changes. This model become less effective if

we adopt a foot design that has harder surface. In this way the foot is less likely to

deform but more easily to roll on the ground. But we decided to take this design

and add more sensors to better capture the rolling motion. In addition to the con-

ventional sensor set used in standard Proprioceptive Odometry, including one body

Inertial Measurement Unit (IMU) and joint encoders, we attach an additional IMU

to each calf link of the robot, just above the foot.

We modify the Kalman filter formulation to fuse data from all sensors to estimate

the robot’s body and foot positions in the world frame. By using the additional IMUs,

the filter can reliably determine foot contact modes and detect foot slips without

tactile or pressure-based foot contact sensors. This sensing solution is validated in

various hardware experiments, which confirm that it can reduce position drift by

nearly an order of magnitude compared to conventional approaches, with only a very

modest increase in hardware and computational costs.
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(a) Touchdown (b) Liftoff

Figure 5-1: The point foot has obvious rolling contact during stance.

5.1 Introduction

Our goal is to develop a PO solution that can achieve low position drift while re-

quiring minimal additional hardware and computational resources. To achieve this,

we propose Multi-IMU Proprioceptive Odometry (MIPO), a sensing solution that

uses multiple IMUs and leg-joint encoders to significantly improve upon KF-based

PO methods that only use a single IMU. Compared to visual sensors such as cam-

eras and lidar, an IMU has much lower cost, energy consumption, and physical size.

Therefore, we are able to add IMUs to the robot’s calf links near the feet with min-

imal impact on the overall design and cost. To fuse data from additional IMUs, We

include world-frame foot positions and velocities in the state of an Extended Kalman

Filter (EKF) and design a prediction model to update foot velocities using foot IMU

data. More importantly, we also leverage the foot IMUs to detect contact and

foot slip in a novel measurement model, overcoming a fundamental error source in

conventional PO, where feet are assumed to have zero velocity relative to the ground

while in contact [14, 19, 55, 163].
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Figure 5-2: Left: A Unitree Go1 robot equipped with foot IMUs. Right: Posi-
tion estimates while walking over a 160m loop trajectory: Standard Proprioceptive
Odometry (PO) has an average XY position drift of 18.4%, while our Multi-IMU
PO solution achieves 2.59% average drift, a significant improvement achieved with
minimal additional hardware and computational cost.

Our state-estimation approach is validated on a quadrupedal robot in a variety

of conditions, and we make comparisons to several existing baseline methods. Our

specific contributions include:

• A novel low-cost multi-IMU sensing solution for proprioceptive odometry on

legged robots.

• An Extended Kalman Filter (EKF) with a prediction model that uses foot IMU

data to update foot velocities and a measurement model that uses foot IMU

data to determine foot contact modes and slip.

• Ablation studies and comparison experiments on hardware demonstrating sig-

nificant reductions in position drift.

The remainder of this chapter is organized as follows: Section 5.2 provides a re-

view of related work. Section 5.3 presents the basics of legged robot state estimation.
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Section 5.4 presents our main technical contributions. Section 5.5 compares our so-

lution with baseline methods across a variety of experiments. An ablation study is

also provided. Finally, Section 5.6 concludes the chapter.

5.2 Related Work

Deploying a suite of IMUs, rather than just one, to enhance estimation performance

is common in several domains, such as pedestrian navigation systems [5], augmented

and virtual-reality applications [66], and general VIO [40]. In legged robot state

estimation, a PO solution is proposed in [162] using a network of IMUs installed

on different parts of a humanoid robot for better joint-velocity sensing. A similar

approach uses redundant accelerometers to improve joint information estimation [83].

A multi-IMU Kalman filter is developed for an exoskeleton [41]. It has also been

shown that multiple IMUs can help quantify link flexibilities [152].

5.3 Background

Key building blocks of our work, such as quaternion representation, leg odometry,

and Kalman filtering, have been extensively discussed in the previous chapters. Ad-

ditional to standard Kalman filtering, we further leverage an idea that uses “factor”

like measurement model in EKF.
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5.3.1 Implicit Measurement Model & Quaternion Measure-

ment

An intuitive understanding of Kalman filter is, we would expect the innovation to

be zero after seeing the sensor data. If the innovation is not zero, we transform the

nonzero residual in an educated way and use it to correct the estimated state. This

leads to a measurement model as “implicit measurement”. We can write Eqn (3.33)

as

0 = ℎ′(𝑥𝑡, 𝑧𝑡) + 𝑣 = ℎ(𝑥𝑡)− 𝑧𝑡 + 𝑣 (5.1)

and define a new residual

𝑦′𝑡 = ℎ′(�̂�𝑡, 𝑧𝑡) = −𝑠𝑡(�̂�𝑡). (5.2)

Doing Taylor expansion at 𝑥𝑡−1 = �̂�𝑡−1 + 𝛿𝑥𝑡−1 of Eqn. (5.1) shows that

𝑠𝑡(�̂�𝑡) =
𝜕ℎ′

𝜕𝑥

⃒⃒⃒⃒
�̂�𝑡

𝛿𝑥𝑡 + 𝑣 (5.3)

We notice that if ℎ′(𝑥𝑡, 𝑧𝑡) = ℎ(𝑥𝑡) − 𝑧𝑡, then 𝜕ℎ/𝜕𝑥 = 𝜕ℎ′/𝜕𝑥. And nothing

changes for ESKF steps. It seems unnecessary and confusing to do so. However, this

implicit measurement is very important for complex nonlinear measurements.

For example, if the legged robot estimator state involves body orientation 𝑞 and

foot orientation 𝑞𝐿, the robot kinematics model observes their differences as

𝑞𝐹𝐾 = 𝑞−1 ⊗ 𝑞𝐿. (5.4)

In this case, the notion of subtraction (𝑧𝑡 − ℎ(𝑥𝑡)) is ill-defined because we cannot
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directly subtract two quaternions. On the other hand, the implicit measurement idea

is more straightforward. Given an estimated state �̂�𝑡−1 and a sensor observation 𝑞𝑦,

we calculate an innovation term

𝑦𝑡 = Log(𝑞−1
𝑦 ⊗ 𝑞−1 ⊗ 𝑞𝐿) (5.5)

and then use 𝑠𝑡 in Eqn. (5.2) and Eqn. (5.3) for ESKF update steps.

5.4 Technical Approach

The standard single-IMU PO method presented in Section 3.3.11 has two funda-

mental limitations: First, bias estimation, which usually must be included if IMU

hardware quality is not good, would drift when the robot stands still with colinear

contacts [19]. It will lead to wrong orientation estimation. Second, the zero-velocity

assumption used when deriving (3.47) is seldom true on hardware. The LO velocity

always underestimates the true velocity if the foot is rolling during contact, as shown

in Figure 5-3. Both of these limitations can be addressed by adding additional IMUs

to the robot’s feet. We refer to this sensor-and-algorithm combination as Multi-

IMU Proprioceptive Odometry (Multi IMU PO). The hardware sensor setup will be

explained in Section 5.5, this section focuses on the algorithm. Compared to the

previous publication [164], we extend the filter state to include foot orientations and

use a simplified quaternion small-rotation approximation technique to achieve fast

and precise computation. We also add a new measurement model to keep the bias

from drifting.

We define the multi-IMU estimator state as 𝑥 = [𝑝;𝑣; 𝑞; 𝑏𝑎; 𝑏𝑔; [𝑠; �̇�; 𝑞𝑓 ; 𝑏𝑠; 𝑏𝑡]𝑗]

where 𝑝, 𝑣, 𝑞, and 𝑠 are the same as that defined in Section 3.3.11. Additionally, we
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also estimate body IMU accelerometer biases 𝑏𝑎 ∈ R3 and gyroscope biases 𝑏𝑔 ∈ R3,

foot velocity �̇� ∈ R3 and foot orientation 𝑞𝑓 ∈ 𝑆𝑂(3) as a quaternion, and foot IMU

accelerometer biases 𝑏𝑠 ∈ R3 and foot IMU gyroscope biases 𝑏𝑞 ∈ R3. The subscript 𝑗

means that the second part of the state has 𝐸 copies, one for each leg. The estimator

state dimension increases considerably (for quadrupeds, the dimension is 80, while

the single PO has a dimension of 28 even with biases added). But this dimension

increase is necessary. As we will show, including foot orientation is important for

keeping the entire system observable, and foot velocity is critical for low drift body

position estimation. To keep a low computation load, we would like to calculate

analytical Jacobians and leverage Jacobian sparsity as much as possible.

For brevity, again in the subsequent discussion, we consider 𝐸 = 1 and drop

leg index 𝑗. We assume all sensors are synchronized and produce data at the same

frequency. In addition to sensor measurements introduced in Section 3.3.11, we also

get 𝑎𝑓 and 𝜔𝑓 , the foot acceleration reading and the foot angular velocity reading

from an IMU installed on the foot in the foot frame.
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5.4.1 EKF Process Model

We use �̂�′ to represent �̂�𝑘+1|𝑘 in order to simplify notation. The process model is

changed from (3.45) to

�̂�′ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�̂�′

�̂�′

�̂�′

�̂�′𝑎

�̂�′𝑔

�̂�′

˙̂𝑠′

�̂�′𝑓

�̂�′𝑠

�̂�′𝑡

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�̂�+∆𝑡�̂�

�̂� +∆𝑡(𝑅(�̂�)(𝑎𝑏 − �̂�𝑎)− 𝑔𝑤)

𝑀(�̂�)Exp((𝜔𝑏 − �̂�𝑔)∆𝑡)

�̂�𝑎

�̂�𝑔

�̂�+∆𝑡 ˙̂𝑠

˙̂𝑠+∆𝑡(𝑅(�̂�𝑓 )(𝑎𝑓 − �̂�𝑠)− 𝑔𝑤)

𝑀(�̂�𝑓 )Exp((𝜔𝑓 − �̂�𝑡)∆𝑡)

�̂�𝑠

�̂�𝑡

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5.6)

Compared to (3.45), although the dimension increases, the update equations are

structurally identical and self-contained for body and foot, which are two rigid links

with installed IMUs. Therefore, the Jacobian is fairly sparse. Moreover, the noise

covariance of this process model does not depend on the contact flag because the

dynamics are continuous. The foot velocity noise covariance is constant as long as

the foot IMUs do not saturate their readings, which can be guaranteed by proper

controller design and IMU hardware selection.

5.4.2 The Pivoting Contact Model

A key observation that significantly enhances the estimation of body velocity is

the relationship between the foot’s contact point and its velocity. For any legged
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robot, whether it has point feet or flat feet, the foot pivots around the contact

point at any given moment. This occurs irrespective of whether the contact foot is

stationary or in motion, the type of terrain, or any deformation that might occur

on the foot surface or the ground. Thus, the contact foot’s linear velocity should

equal the cross product of the foot angular velocity vector 𝜔 and a pivoting vector

𝑑 pointing from the contact point to the foot frame origin. For robots with flat

feet, the contact point is at the center of pressure (CoP), which can be measured

directly by foot contact sensors [41]. However, for robots equipped with spherical

"point" feet, directly measuring the contact location on each foot is difficult. We

discovered that a suitable approximation can be achieved by using the point on the

foot’s surface that aligns with a line drawn from the body frame origin to the foot

frame origin. This approximation is effective because the body frame also pivots

around the contact point. This specific point and the corresponding equations are

depicted in Figure 5-3, in which

˙̂𝑠 = 𝜔𝑝(�̂�,𝜔𝑓 )× 𝑑𝑝(�̂�,𝛼), and (5.7)

𝜔𝑝(�̂�,𝜔𝑓 ) = 𝑅(�̂�𝑓 )(𝜔𝑓 − �̂�𝑡), (5.8)

𝑑𝑝(�̂�,𝛼) = −𝑑0 · 𝑛/‖𝑛‖. (5.9)

In the calculation, 𝑑0 is the distance between the foot center and the foot surface. If

the foot does not deform much during locomotion, this distance can be treated as a

constant and measured from the CAD model, which is the case in our experiments; if

the foot deforms a lot, 𝑑0 can be obtained using data-driven methods or a calibration

method such as that described in [163]. 𝑛 = 𝑅(�̂�)𝑔(𝛼) is the contact normal vector

expressed in the world frame. This “pivoting model” captures the rolling contact

better than [163].
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Figure 5-3: Left: Illustration of the pivoting model for a foot that has rolling contact
with the ground. The estimated foot velocity �̇�𝑘 depends on 𝜔 and 𝑑, as defined in
(5.8) and (5.9). Right: Comparison of ground-truth foot velocity captured with a
motion capture system to estimation using the pivoting model (5.12). When the foot
has non-zero rolling velocity during contacts (shaded regions), the pivoting model
agrees with the ground truth velocity very well while the zero-velocity model treats
foot velocity as zero.

5.4.3 EKF Measurement Model

We define a measurement residual 𝑦(�̂�,𝛼,𝑎𝑓 ,𝜔𝑓 ) = �̄�(𝛼)− ℎ(�̂�,𝛼,𝑎𝑓 ,𝜔𝑓 ), where

�̄�(𝛼) =
[︁
𝑔(𝛼);0;0;0;𝑎𝑓

]︁
(5.10)
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and

ℎ(�̂�,𝛼,𝑎𝑓 ,𝜔𝑓 ) = (5.11)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑅(�̂�)𝑇 (�̂�− �̂�)

Log(𝑞(𝛼)−1 ⊗ �̂�−1 ⊗ �̂�𝑓 )

𝐽(𝛼)�̇�− ⌊𝜔𝑏 − �̂�𝑔⌋×𝑔(𝛼)−𝑅(�̂�)𝑇 (�̂� − ˙̂𝑠)

˙̂𝑠− 𝜔𝑝(�̂�,𝜔𝑓 )× 𝑑𝑝(�̂�,𝛼)

𝑅(�̂�𝑓 )
𝑇𝑔𝑤 + �̂�𝑠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5.12)

Several terms in the sensor measurement vector �̄� are 0 and the sensor data appears

in the measurement model. We call these “implicit measurements.”

The first term of the residual 𝑦 is the same as in (3.48). The second term uses

forward kinematics to observe the rotational difference between the foot orientation

and the body orientation, which is an implicit measurement because of the special

structure of the quaternion. The term 𝑞(𝛼) represents a rotation between the foot

frame and the body frame calculated from the forward kinematics [91]. The third

term comes from (3.44) without assuming 𝑣𝑤𝑓 = 0. In contrast to (3.48), these three

terms related to leg forward kinematics do not have varying measurement noise since

they stay valid across foot contact switches.

We refer to the fourth term, which is based on the pivoting model, as a pivoting

measurement. The pivoting measurement is only valid when a foot is in contact

with the ground and its residual value is drastically different in stance and swing

phases, which allows us to use a better technique to change its contribution to the

estimation.

The last term commonly appears in the IMU complementary filter [95, 150], where

the IMU accelerometer reading is used for observing the gravity direction. This mea-
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surement model assumes the gravitational field dominates the low frequency response

of the accelerometer. This assumption is often not valid for IMUs on the body of

legged robots where horizontal linear accelerations are significant. However, when

IMUs are on their feet and contact can be reliably detected, this measurement model

becomes accurate and can contribute to robot orientation estimation significantly.

Since the yaw orientation of the robot is never observable [19], whenever a better

yaw observation is available — for example, a vision-based method from VIO where

global landmarks can be observed — we can introduce it into the EKF. It can be

formulated in different ways, one of the simplest observations is calculating the yaw

angle from the orientation quaternion as [3]

YAW(𝑞) = arctan(2(𝑞𝑥𝑞𝑦 + 𝑞𝑤𝑞𝑧), 1− 2(𝑞𝑦𝑞𝑦 + 𝑞𝑧𝑞𝑧)) (5.13)

5.4.4 Foot Contact and Slip Detection

The last two terms in the measurement model (5.12) are only accurate when the

robot foot has contact with the ground. Instead of doing the covariance-scaling

heuristic (3.46) for them, we use a statistical test based on the Mahalanobis norm

[17]:

‖𝑦‖𝑆 < 𝜎, (5.14)

where 𝜎 is a hyperparameter, 𝑦 = ˙̂𝑠 − 𝜔𝑝 × 𝑑𝑝 as defined in (5.12), and 𝑆 is its

corresponding covariance matrix calculated in the Kalman filter Algorithm (1). If

(5.14) is satisfied, we treat the foot as being in non-slipping contact and include the

corresponding pivoting measurement in the update (5.12).

Due to substantial differences in foot velocity between swing and stance phases

(see Figure 5-3 unshaded regions), (5.14) can effectively distinguish foot phases with-
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out a dedicated contact sensor. Notably, analogous mechanisms for the zero-velocity

model have been employed in previous works such as [19] and [75]. In Section 5.5,

we further demonstrate the importance of the statistical test in the pivoting model

through an ablation study.

5.4.5 Analytical Jacobian

It is well known that when the EKF state includes quaternions, the filter should oper-

ate on the error state [93, 163], in which orientation error is parameterized by a three-

parameter rotation representation. Let the true state of the robot be 𝑥 and the esti-

mated state be �̂�, then we denote the error state as 𝛿𝑥 = [𝛿𝑝; 𝛿𝑣; 𝛿𝜃; 𝛿𝑏𝑎; 𝛿𝑏𝑔; 𝛿𝑠; 𝛿�̇�; 𝛿𝜃𝑓 ; 𝛿𝑏𝑠; 𝛿𝑏𝑡],

in which Euclidean vectors are in the form of true state minus estimated state, such

as 𝛿𝑝 = 𝑝 − �̂�. But the error rotation is 𝛿𝜃 = Log(�̂�−1 ⊗ 𝑞) ∈ R3 as discussed in

Section 3.3.5. In this section, we give the analytical form of the Multi-IMU PO’s

EKF model Jacobians 𝐹 and 𝐻 introduced in the Kalman filter Algorithm (1), with

detailed derivations of key terms in the Appendix.

The process Jacobian 𝐹 is a sparse block matrix

𝐹 (𝑥,𝑎,𝜔,𝑎𝑓 ,𝜔𝑓 ) = (5.15)⎡⎣𝐹𝑠(𝑞, 𝑏𝑎, 𝑏𝑔,𝑎,𝜔) 0

0 𝐹𝑠(𝑞𝑓 , 𝑏𝑠, 𝑏𝑡,𝑎𝑓 ,𝜔𝑓 )

⎤⎦
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where

𝐹𝑠(𝑞, 𝑏𝑎, 𝑏𝑔,𝑎,𝜔) = (5.16)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐼 𝐼∆𝑡 0 0 0

0 𝐼 −𝑅(𝑞)⌊(𝑎− 𝑏𝑎)∆𝑡⌋× 0 −𝑅(𝑞)∆𝑡

0 0 𝐼 − ⌊(𝜔 − 𝑏𝑔)∆𝑡⌋× −𝐼∆𝑡 0

0 0 0 𝐼 0

0 0 0 0 𝐼

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

We write the measurement Jacobian 𝐻 as

𝐻(𝑥,𝛼,𝑎𝑓 ,𝜔𝑓 ) = [𝐻𝑏 𝐻𝑓 ], (5.17)

where the first block 𝐻𝑏 is Jacobian concerning robot body-related state variables

while the second block relates to foot 𝐻𝑓 . Let 𝑅 be short for 𝑅(𝑞) and 𝑅𝑓 = 𝑅(𝑞𝑓 ),

then we have:

𝐻𝑏 = (5.18)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−𝑅𝑇 0 ⌊𝑅𝑇 (𝑠− 𝑝)⌋× 0 0

0 0 −ℒ(𝑞−1
𝑓 ⊗ 𝑞)ℛ(𝑞(𝛼))3 0 0

0 −𝑅𝑇 ⌊𝑅𝑇 (�̇�− 𝑣)⌋× 0 −⌊𝑔(𝛼)⌋×

0 0 ⌊𝜔𝑝⌋×⌊𝑑𝑝⌋× 0 0

0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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and 𝐻𝑓 = (5.19)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑅𝑇 0 0 0 0

0 0 ℒ(𝑞(𝛼)⊗ 𝑞−1 ⊗ 𝑞𝑓 )3 0 0

0 𝑅𝑇 0 0 0

0 𝐼 −⌊𝑑𝑝⌋×⌊𝜔𝑝⌋× 0 −⌊𝜔𝑝⌋×𝑅𝑓

0 0 ⌊𝑅𝑇
𝑓 𝑔

𝑤⌋× 𝐼 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

In above equations, ℒ()3 means the bottom right 3-by-3 sub-matrix of Equation (3.8)

and ℛ()3 is the bottom right 3-by-3 sub-matrix of Equation (3.9). These Jacobians

are sparse by nature. And their elements can be calculated efficiently.

In the literature, some formulations also treat joint-angle and joint-angle velocity

measurements as noise corrupted and calculate a measurement Jacobian for 𝛼 and

�̇� [55, 159]. We found this Jacobian can often be approximated as a constant matrix

since, during locomotion, joint angles stay within small ranges so we can precalculate

the Jacobian using the average joint angles as a part of Σ𝑤.

5.4.6 Observability Analysis

The nonlinear observability analysis of the dynamical system we have formulated is

nontrivial because of the complicated measurement model. It is easier to do local

observability analysis through the Jacobians. Prior work has pointed out that such

analysis would lead to the conclusion that the yaw angle of the orientation is observ-

able [19], which it is not. Intuitively, it is obvious that, even with additional IMUs,

the global positions and yaw angles of the robot are still not observable. Therefore,

our goal for observability analysis is to prove other state terms are observable. We

can verify that for the process Jacobian (5.15) and the measurement Jacobian (5.17),
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the Observability Matrix [57]

𝒪1 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝐻0

𝐻1𝐹0

...

𝐻𝑇𝐹𝑇𝐹𝑇−1 · · ·𝐹0

⎤⎥⎥⎥⎥⎥⎥⎦ (5.20)

and the local Observability Gramian [80]

𝒪2 =
𝑇∑︁
𝑖=0

(𝐹 𝑇
𝑖 )

𝑖𝐻𝑇
𝑖 𝐻𝑖(𝐹𝑖)

𝑖 (5.21)

both have rank 15×(1+𝐸)−3, where the Jacobians are evaluated along an estimated

state trajectory [𝑥0, 𝑥1, . . . , 𝑥𝑇 ] with enough time steps. 15 is the dimension of state

variables related to either the robot body link or a foot link. 𝐸 is the total number

of legs. This result aligns with the conclusion that global position is not observable

and the yaw angle is rendered observable locally. Since the most important job of

the state estimator is to provide pitch and roll orientation as well as body pose

rate (linear velocity and angular velocity) to the controller, be sure that these key

variables are observable is enough to ensure overall system stability.

The rank condition is satisfied for any state and measurement value, even when

the robot stands still with zero angular velocity. The standard PO’s observability

matrix would drop rank when body angular velocity is 0, while the Multi-IMU PO

will keep the rank condition consistent.
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Frequency Solve Time Median Drift
Standard PO 200Hz 1.81ms 11.05%

MIPO 200Hz 2.50ms 2.61%

Table 5.1: Performance Summary

5.4.7 Cramér-Rao Lower Bound

The Cramér-Rao Lower Bound (CRLB) is a metric that indicates the theoretical

lower bound of the covariance of the output of a state estimator [144]. By computing

and contrasting the CRLBs of various filters, we can validate our hypothesis that

Multi-IMU PO is expected to outperform the conventional PO method due to a

richer set of sensor information.

According to [144], the CRLB for a Kalman filter is defined as a matrix 𝑃 * that

at any time instance k, we have estimation covariance 𝑃𝑘 ≥ 𝑃 *. This lower bound

can be computed recursively along with the EKF procedure as:

(𝑃 *
𝑘 )

−1 = (𝐹𝑘𝑃
*
𝑘−1𝐹

𝑇
𝑘 )

−1 +𝐻𝑇
𝑘 Σ

−1
𝑤 𝐻𝑘 (5.22)

where 𝑃 *
𝑘 is the lower bound calculated at time 𝑘. 𝐹𝑘, 𝐻𝑘, and Σ𝑤 are defined in

Algorithm 1. These matrices will have different values for Multi-IMU PO and the

standard PO, but since the states of both filters contain the position of the robot, we

can examine the covariance of position in their respective CRLBs, as will be shown

in Section 5.5.

5.5 Experiments

We conducted a series of indoor and outdoor experiments on hardware to compare

our MIPO with the baseline method, standard single-IMU PO [14], and Cerberus
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Figure 5-4: The estimated XY position trajectory comparison of the standard PO
and MIPO. The total trajectory length is 10.5m. The standard PO estimation drifts
11.39% on average, and its maximum RSE is 1.04m. While the result of MIPO has
2.31% average drift and 0.25m maximum RSE.

Visual-Inertial-Leg Odometry (VILO) [165]. We focused on evaluating their posi-

tion estimation performance, especially XY position. Common evaluation metrics

used in the state-estimation literature include Root-Square-Error (RSE) and drift

percentage. RSE is defined as the Euclidean distance between the ground truth and

the estimated position at a given time instance. Drift percentage is defined as the

ratio of the RSE to the total distance traveled. The data and code used to generate

results are available on Github1.

5.5.1 Sensor Hardware Design

The MIPO hardware does not significantly alter the form factor of the Go1 robot.

The Go1 robot’s built-in proprietary MEMS IMU sensor and joint motor encoder

data can be obtained at 200Hz via Ethernet. The robot also has four pressure
1https://github.com/ShuoYangRobotics/Multi-IMU-Proprioceptive-Odometry
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Figure 5-5: Left: The CAD design of foot IMU mount. The offset from IMU to foot
center is measured from the CAD drawing. Right: The IMU installation on one
foot of a Unitree Go1 robot.

contact sensors on the feet that can be thresholded to obtain binary contact flags for

the baseline method. Our MIPO, however, does not use contact sensor data. Instead,

four MPU9250 IMUs are installed on each foot, right above the foot, as shown in

Fig. 5-5. Since it is difficult to directly install an IMU at the exact foot center,

we transform foot IMU outputs to the foot center frame using the transformation

measured in the CAD model. An Arduino Teensy board communicates with the foot

IMUs, acquiring their outputs at 200Hz. An Intel NUC mini computer finally collects

sensor data from the Go1 robot and the Teensy board to run the MIPO algorithm.

The computer also runs a nonlinear predictive control locomotion controller [42].

5.5.2 Position Estimation Evaluation

We first compare the results of MIPO against standard PO in an indoor environ-

ment. The robot operates in a lab space equipped with a motion capture (MoCap)

system which provides the ground truth pose. The robot uses the trotting gait or
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flying trotting gait (with a full airborne phase between leg switching) to locomote in

arbitrary directions with a speed of 0.4-1.0 m/s on flat ground. Fig. 5-4 compares

the estimated position trajectories. Table 5.1 compares their per-loop solve times

and average drifts across five different datasets. MIPO has larger state dimensions

so the computation time is slightly longer, but the time is still within the budget (5

ms). Moreover, the drift percentage is significantly lower.

In outdoor environments where neither MoCap or reliable GPS signals are avail-

able, we use the Cerberus [165] VILO algorithm as ground truth to compare MIPO

and standard PO. As can be seen in Fig. 5-2, MIPO achieves a much smaller position

drift than standard PO after traveling 160m over varrying terrains.

Lastly, we compare the CRLBs of Multi-IMU PO and standard PO. As discussed

in Section 5.4.7, the CRLB represents the lowest possible uncertainty of a state esti-

mator. For any given trajectory, we can calculate the CRLB recursively as Equation

(5.22) from an initial covariance. In Figure 5-8, it is shown that Multi-IMU PO has

a much smaller CRLB than standard PO. This result aligns with our intuition and

previous experiment results that Multi-IMU has better estimation performance.

5.5.3 Multi-IMU PO Orientation Estimation

Robot state estimation can be challenging in some special cases during locomotion.

For example, when a legged robot performs fast in-place rotation with rapidly chang-

ing angular accelerations using the trotting gait, the robot could suffer from several

error sources. First, robot feet deform more than usual, making leg kinematics less

accurate. Second, the foot-supporting line gets close to roll axis so the roll angle be-

comes less observable. Lastly, angular acceleration makes IMU have elevated noise.
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Figure 5-6: Top: XY position trajectory estimation results of the standard PO,
MIPO, and three MIPO variants used in the ablation study. The total trajectory
length is 21.5m. Bottom: The drift percentages over time of all methods. MIPO
has the smallest (4.21%), followed by MIPO-F (7.75%), MIPO-C (11.3%), MIPO-P
(12.04%), and the standard PO (16.87%).
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These problems can be effectively solved by including foot orientations to the

filter and adding gravity direction observation as shown in Equation 5.10. We observe

that even during fast in-place rotation and foot-rolling contacts, the IMUs on feet

capture gravity direction reasonably well during contacts. We show its contribution

in Figure 5-7. In this experiment, the operator arbitrarily gave the robot a fast

fast-changing yaw rate command to rotate the robot. We collect sensor data and

offline run different estimation methods to get body orientation estimations. Unlike

in the previous section, we do not use Mocap ground truth orientation to correct any

estimation. Then we convert all estimated orientations to Euler Angle and compare

pitch and roll angles with MoCap ground truth. In the plots, the “Complementary

Filter” is an implementation of [95], where the accelerometer and user command are

used to estimate gravity direction to correct orientation drift. Among all methods,

the Multi-IMU PO has the smallest orientation estimation error. In the most extreme

case (time 13.6s, where the robot did a fast stop and start of rotation), ground truth

roll orientation is 2.49deg, while standard PO estimates it to be 1.74deg and the

Multi-IMU PO estimation is 2.11deg. The Multi-IMU’s orientation is 50.6% more

accurate at this time and has 30% less estimation error on average.

5.5.4 Ablation Study

In this section, we study the individual contribution of the pivoting model and the

statistical test introduced in Section 5.4.3. We create three algorithm variants: 1)

MIPO-P, where the fourth term in (5.12) is ˙̂𝑠𝑘 instead of ˙̂𝑠𝑘 − 𝜔 × 𝑑. We vary its

measurement noise according to the contact flag but do not perform the statistical

test (5.14). In this way, MIPO-P is essentially a standard PO that uses MIPO’s

process model. 2) MIPO-F, which adopts the pivoting model from MIPO, but differs
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Figure 5-7: To show how different orientation estimation methods perform differently
during fast in-place rotation, we compare the user input yaw rate command to the
robot (Top) and estimated body pitch (Middle) and roll angles (Bottom). Positive
command lets the robot spin counterclockwise. The faster the robot spins and the
more abrupt the angular acceleration is, the more the estimated orientation will be
wrong. Compared with the MoCap ground truth, average pitch and roll angular
estimation errors (in deg) of different methods are: Complementary filter (0.019,
0.040), Standard PO (0.0185, 0.025), Multi-IMU PO (0.015, 0.018).
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Figure 5-8: Plots of the element value corresponding to X position in the CRLB
matrix for standard PO and Multi-IMU PO. From the same initial covariance value,
both filters’ CRLB first decreases and then increases gradually. The CRLB of Multi-
IMU PO is much smaller than that of standard PO.

by replacing the statistical test with the measurement noise adjustment mechanism

based on the contact flag. And 3) MIPO-C, which uses MIPO’s process model,

MIPO-P’s measurement model, and the statistical test on the last measurement

term instead of varying measurement noise. The results of standard PO, MIPO, and

all three variants are shown in Fig. 5-6.

MIPO-F has performance closer to MIPO than standard PO, MIPO-P, and

MIPO-C, showing that the largest performance contributor is the pivoting constraint.

This result suggests that the zero-velocity model fundamentally limits the capabil-

ity of standard PO to achieve low-drift position estimation, even if more accurate

contact-flag generation methods can be used to avoid contact-detection errors in

standard PO.
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5.6 Conclusion

We have presented the Multi-IMU Proprioceptive Odometry (MIPO), a legged robot

state estimation solution with IMUs in both the body and feet. Experiments have

shown that additional IMUs in feet can significantly reduce position drift and im-

prove overall estimation accuracy while keeping computation and hardware costs

low. Moreover, MIPO provides an alternative method for detecting foot contact

modes and foot slip without using contact sensors. It is a compelling replacement

for conventional single-IMU PO. The process and measurement models in MIPO can

be easily added to other EKF-based PO methods [14, 54]. MIPO’s accuracy should

further improve if IMU biases [19], kinematic parameters [163], and other calibration

errors are addressed. Moreover, MIPO can estimate ground deformation or mov-

ing velocity. We also plan to replace standard PO with MIPO in the open-source

Cerberus [165] odometry to improve its performance and robustness. Moreover, the

contact flag generated by MIPO may also benefit downstream control algorithms.

We will also study whether the contact flag generated by MIPO can benefit robot

control. We also conjecture that for any contact-rich multi-rigid body systems, in-

stalling IMUs on each link could improve the state estimation performance of the

entire system. A general estimation theory for such systems remains future work.

5.7 Appendix

The derivation of the process Jacobian has been presented in the VIO and legged

robot state-estimation literature such as [41, 161] and Chapter 4. We will use Equa-

tion 3.16 to derive two key terms in the measurement Jacobian.

We define true orientation as 𝑞 and our estimation as �̂�, so the estimation error
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quaternion is 𝛿𝑞 = �̂�−1 ⊗ 𝑞. From standard quaternion kinematics [118]

�̇� =
1

2
𝑞 ⊗

⎡⎣𝜔 − 𝑏𝑔
0

⎤⎦ (5.23)

we have

(�̂�⊗̇𝛿𝑞) = ˙̂𝑞 ⊗ 𝛿𝑞 + �̂� ⊗ 𝛿�̇� =
1

2
�̂� ⊗ 𝛿𝑞 ⊗

⎡⎣𝜔 − (�̂�𝑔 + 𝛿𝑏𝑔)

0

⎤⎦ (5.24)

which can be simplified to

2𝛿�̇� = ℛ(

⎡⎣𝜔 − (�̂�𝑔 + 𝛿𝑏𝑔))

0

⎤⎦)𝛿𝑞 − ℒ(
⎡⎣𝜔 − �̂�𝑔

0

⎤⎦)𝛿𝑞
=

⎡⎣−⌊2(𝜔 − �̂�𝑔) + 𝛿𝑏𝑔⌋× −𝛿𝑏𝑔
𝛿𝑏𝑔 0

⎤⎦ 𝛿𝑞 (5.25)

Because 𝛿𝑞 = Exp(𝛿𝜃) =

⎡⎣1
2
𝛿𝜃

1

⎤⎦, then 𝛿�̇� =

⎡⎣1
2
𝛿�̇�

0

⎤⎦. Ignoring any product of two

error terms, we get⎡⎣𝛿�̇�
0

⎤⎦ =

⎡⎣−⌊2(𝜔 − �̂�𝑔) + 𝛿𝑏𝑔⌋× −𝛿𝑏𝑔
𝛿𝑏𝑔 0

⎤⎦⎡⎣1
2
𝛿𝜃

1

⎤⎦ (5.26)

𝛿�̇� = −⌊𝜔 − �̂�𝑔⌋×𝛿𝜃 − 𝛿𝑏𝑔 (5.27)

Alternatively, the result can be derived using rotation matrices. Write Exp(𝛿𝜃) =
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𝐼 + ⌊𝛿𝜃⌋×. We notice

𝑅 = �̂�(𝐼 + ⌊𝛿𝜃⌋×) = �̂� + �̂�⌊𝛿𝜃⌋× (5.28)

then

�̇� =
˙̂
𝑅 +

˙̂
𝑅⌊𝛿𝜃⌋× + �̂�⌊𝛿�̇�⌋× (5.29)

Then we can expand �̇� = 𝑅⌊𝜔 − 𝑏𝑔⌋×, the matrix form of the rotation dynamics

[91] as

˙̂
𝑅 +

˙̂
𝑅⌊𝛿𝜃⌋× + �̂�⌊𝛿�̇�⌋× = (�̂� + �̂�⌊𝛿𝜃⌋×)⌊𝜔 − 𝑏𝑔⌋× (5.30)

⌊𝛿�̇�⌋× = ⌊𝛿𝜃⌋×⌊𝜔 − �̂�𝑔⌋×

− ⌊𝜔 − �̂�𝑔⌋×⌊𝛿𝜃⌋× − ⌊𝛿𝑏𝑔⌋× (5.31)

Since ⌊𝑎× 𝑏⌋× = ⌊𝑎⌋×⌊𝑏⌋× − ⌊𝑏⌋×⌊𝑎⌋×, then again

⌊𝛿�̇�⌋× = ⌊ − (𝜔 − �̂�𝑔)× 𝛿𝜃⌋× − ⌊𝛿𝑏𝑔⌋× (5.32)

𝛿�̇� = −⌊𝜔 − �̂�𝑔⌋×𝛿𝜃 − 𝛿𝑏𝑔, (5.33)

The result is the same as Equation 5.27.

5.7.1 Measurement Jacobian Terms

For term in Equation 5.10

ℎ2 = Log(𝑞(𝛼)−1 ⊗ �̂�−1 ⊗ �̂�𝑓 )
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First, we calculate the body orientation derivative.

𝜕ℎ2

𝜕𝛿𝜃
= lim

𝛿𝜃→0

1

𝛿𝜃
(Log(𝑞(𝛼)−1 ⊗ [𝑞 ⊗ Exp(𝛿𝜃)]−1 ⊗ 𝑞𝑓 )

− Log(𝑞(𝛼)−1 ⊗ 𝑞−1 ⊗ 𝑞𝑓 ))

= lim
𝛿𝜃→0

1

𝛿𝜃
(Log(𝑞(𝛼)−1 ⊗ Exp(𝛿𝜃)−1 ⊗ 𝑞−1 ⊗ 𝑞𝑓 )

− Log(𝑞(𝛼)−1 ⊗ 𝑞−1 ⊗ 𝑞𝑓 ))

= lim
𝛿𝜃→0

1

𝛿𝜃
(2

[︂
ℛ(𝑞−1 ⊗ 𝑞𝑓 ))ℒ(𝑞(𝛼)−1)

⎡⎣−1
2
𝛿𝜃

1

⎤⎦
−ℛ(𝑞−1 ⊗ 𝑞𝑓 )ℒ(𝑞(𝛼)−1)

⎡⎣0
1

⎤⎦]︂
3×3

)

= lim
𝛿𝜃→0

−[ℛ(𝑞−1 ⊗ 𝑞𝑓 )ℒ(𝑞(𝛼)−1)]3×3𝛿𝜃

𝛿𝜃
. (5.34)

An interesting property of the multiplicative maps is ℒ(𝑞)3×3 = ℛ(𝑞−1)3×3. So

𝜕ℎ2

𝜕𝛿𝜃
= −[ℛ(𝑞−1 ⊗ 𝑞𝑓 )ℒ(𝑞(𝛼)−1)]3×3 (5.35)

= −[ℒ(𝑞−1
𝑓 ⊗ 𝑞)ℛ(𝑞(𝛼))]3×3. (5.36)
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Secondly, we compute the foot orientation derivative.

𝜕ℎ2

𝜕𝛿𝜃𝑓
= lim

𝛿𝜃𝑓→0

1

𝛿𝜃𝑓
(Log(𝑞(𝛼)−1 ⊗ 𝑞−1 ⊗ 𝑞𝑓 ⊗ Exp(𝛿𝜃𝑓 ))

− Log(𝑞(𝛼)−1 ⊗ 𝑞−1 ⊗ 𝑞𝑓 )) (5.37)

= lim
𝛿𝜃𝑓→0

1

𝛿𝜃𝑓
(2

[︂
ℒ(𝑞(𝛼)−1 ⊗ 𝑞−1 ⊗ 𝑞𝑓 )

⎡⎣1
2
𝛿𝜃𝑓

1

⎤⎦
− ℒ(𝑞(𝛼)−1 ⊗ 𝑞−1 ⊗ 𝑞𝑓 )

⎡⎣0
1

⎤⎦]︂
3×3

) (5.38)

=ℒ(𝑞(𝛼)−1 ⊗ 𝑞−1 ⊗ 𝑞𝑓 )3×3. (5.39)
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Chapter 6

Multi-IMU Visual-Inertial-Leg

Odometry

The fact that adding more IMUs to PO can significantly improve estimation perfor-

mance inspires us to consider incorporating more IMUs into VILO as well. In this

chapter, we explore multi-IMU VILO formulations, validate them through various

indoor and outdoor experiments, and use a multi-IMU VILO to provide feedback

to the robot controller. Additionally, we qualitatively study how different controller

settings can affect state estimation performance.

6.1 Cerberus 2.0

Building upon the Multi-IMU PO, we present Cerberus 2.0, a novel Multi-IMU

VILO state estimator that fuses camera images, body IMU, joint encoders, and foot

IMUs to achieve low-drift position estimation and precise orientation and velocity

estimation. This estimator follows the general structure of the optimization-based
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VILO described in Section 4.3.3, but the contact preintegration considers the foot

IMU data. We present two different approaches to do so. The first one is to integrate

the velocity estimation from a Multi-IMU PO directly as the contact preintegration

term. The second approach is to process raw sensor information in a way similar to

(4.20). We will explain them in this section and study their robustness in Section 6.2.

Additionally, the estimator also leverages a Multi-IMU PO that runs in parallel with

the VILO to provide contact estimation. Cerberus 2.0 is an extended and improved

version of our previous contribution Cerberus [165].

6.1.1 Software Architecture

The overview of the software Cerberus 2.0 is shown in Fig. 6-1. Key building blocks

and links among them are highlighted. The most important parts of the VILO consist

of the rightmost three blocks and the Multi-IMU PO is on the bottom left. In VILO,

as Section 4.3.3 explains, solving the nonlinear least square problem represented by

a factor graph is a well-established technique. Using the marginalization to reduce

factor graph size hence maintaining constant computation consumption is also very

standard. It is how different factors are constructed that affects estimation accuracy

the most. The Multi-IMU PO interacts with the VILO in two ways. First, the VILO

uses the contact flag generated by (5.14) in the Multi-IMU PO. Second, Multi-IMU

PO corrects its yaw angle using the VILO output orientation estimation. Compared

to conventional VILO, our method includes special contact preintegration terms that

relate to sensor data from joint encoders and foot IMUs.
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Body IMU

Foot IMU

Joint Encoder

Figure 6-1: The software architecture of Cerberus 2.0.

6.1.2 Loosely Coupled Leg Residual

An easier way to incorporate information from leg sensors into a visual and inertial-

based factor graph is to leverage the existing PO. As explained in Section 3.3.11,

the PO, either MIPO or SIPO, can output pose estimation at the frequency of

IMU. Therefore along with the IMU preintegration, we can directly use the velocity

estimation from PO to form a residual [158]. Again we focus on the period between

state �̂�𝑘 and �̂�𝑘+1, let 𝜈𝑖 be the PO velocity estimation at time 𝑡𝑖, the associated

covariance of which is 𝜎𝑖. The covariance can be extracted from the estimation

covariance of the PO output. A contact preintegration term is defined as:

�̂�𝑘𝑘+1 =
𝐿∑︁
𝑖=1

𝜈𝑖𝛿𝑡 (6.1)
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This term is the total body displacement measured by the leg odometry. It is in the

world frame, so a residual is defined as:

𝑟′′(�̂�𝑘, �̂�𝑘+1, 𝑍Δ𝑘) =[︁
(�̂�𝑘+1 − �̂�𝑘)− �̂�𝑘𝑘+1

]︁
, (6.2)

which replaces the leg residual (4.19) in Problem (4.10). The residual covariance for

it is simply:

𝑃 𝑘
𝑘+1 =

𝐿∑︁
𝑖=1

𝜎𝑖𝛿𝑡 (6.3)

This formulation is deemed as “loosely coupled” [130] because the raw sensor data

from foot IMUs and leg sensors are processed by the PO first. So the VILO can-

not denoise or remove bias from the raw sensor information. Intuitively, in this

context, Problem (4.10) calculates an educated weighted average of the output ve-

locities from a VIO and a PO. It is worth noting that, in this scenario, calling (6.1)

“contact preintegration” is not entirely descriptive, as it doesn’t explicitly involve

contact information in the calculation but we maintain this terminology for the sake

of consistency.

6.1.3 Tightly Coupled Leg Residual

On the other hand, the “tightly coupled” approach devises a contact preintegration

term using raw sensor information directly. Biases in foot IMUs and leg kinematic

parameters [163] are explicitly considered and estimated in the VILO framework.

We augment the robot state to be �̂�𝑘 = [�̂�𝑘; �̂�𝑘; �̂�𝑘; �̂�𝑎𝑘; �̂�𝜔𝑘; �̂�𝑓𝑘; �̂�𝑘]. Compared
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to the state definition in Section 4.3.3, this augmented state contains foot IMU

gyroscope bias �̂�𝑓𝑘 and leg kinematic parameter �̂�𝑘.

From (3.44) and (4.21) we can write a body velocity measurement model tak-

ing body IMU angular velocity, foot IMU angular velocity, joint angles, joint angle

velocities, and biases in the robot state as inputs:

𝑣𝑤 =−𝑅(�̂�𝑘)(𝐽(𝜑)�̇�+ ⌊𝜔𝑏 − �̂�𝑤⌋×𝑔(𝜑))

−𝑅(�̂�𝑘)𝑅𝑏
𝑓 (𝜑)(𝜔𝑓 − �̂�𝑓 )× 𝑑𝑅(�̂�𝑘)𝑔(𝜑)/‖𝑅(�̂�𝑘)𝑔(𝜑)‖ (6.4)

Noticing that rotation preservers norm and 𝑅𝑎 × 𝑅𝑏 = 𝑅(𝑎 × 𝑏) for any rotation

matrix 𝑅 and vectors 𝑎 and 𝑏 [103], we can convert (6.4) into 𝑣𝑤 = 𝑅(�̂�𝑘)𝑣𝑏, where

𝑣𝑏 is a body frame vector represents a velocity observation:

𝑣𝑏 = −𝐽(𝜑)�̇�− ⌊𝜔𝑏 − �̂�𝑤⌋×𝑔(𝜑) (6.5)

−𝑑0⌊𝑅𝑏
𝑓 (𝜑)(𝜔𝑓 − �̂�𝑓 )⌋×

𝑔(𝜑)

‖𝑔(𝜑)‖
(6.6)

Given this body velocity observation 𝑣𝑏 that directly uses raw sensor data, we

define a tightly coupled contact preintegration term as:

�̂�′𝑘𝑘+1 =
𝐿∑︁
𝑖=1

𝑅(�̂�𝑘
𝑖 )𝑣𝑏(𝑖)𝛿𝑡 (6.7)

This term measures a body displacement vector represented in frame 𝑞𝑘. Hence we
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can define a residual:

𝑟′′′(�̂�𝑘, �̂�𝑘+1, 𝑍Δ𝑘) =⎡⎢⎢⎢⎢⎢⎢⎣
𝑅(�̂�𝑘)

𝑇 (�̂�𝑘+1 − �̂�𝑘)− �̂�′𝑘𝑘+1

�̂�𝜔𝑘+1 − �̂�𝜔𝑘
�̂�𝑓𝑘+1 − �̂�𝑓𝑘
�̂�𝑘+1 − �̂�𝑘

⎤⎥⎥⎥⎥⎥⎥⎦ , (6.8)

The residual covariance is calculated in a similar way as (4.15). We put detailed

derivations in the Appendix.

6.2 Implementation & Experiments

After implementing Cerberus 2.0 as a highly efficient C++ package, we conducted

extensive hardware experiments to evaluate it.

We first describe the sensor hardware implementation and experimental setup.

Then, we evaluate the Multi-IMU PO component individually, highlighting its sig-

nificant performance gain over standard PO. Third, we present the results of various

indoor and outdoor experiments for Cerberus 2.0. The two contact preintegration

methods proposed in Section 6.1 are carefully compared under different locomotion

conditions to examine their robustness. Also, we study how different gait types, gait

frequencies, locomotion speeds, and terrain types affect the estimator accuracy. To

the best of the authors’ knowledge, this is the first systematic study of legged robot

state estimator performance under these conditions.
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6.2.1 Sensor Hardware

We built the necessary sensor hardware using off-the-shelf low-cost components. A

Unitree Go 1 robot is selected as the locomotion platform, but the state estimator

should work on any quadruped robot system.

The Cerberus 2.0 hardware does not significantly alter the form factor of the Go1

robot. Additional to robot built-in sensor and foot IMUs described in Fig. 5-5, We

also installed an Intel Realsense camera on the robot to provide 15Hz stereo vision

RGB images. An Intel NUC computer with an i7-1165G7 CPU finally collects all

sensor data from the Go1 robot, camera, and the Teensy board to run the Cerberus

2.0 algorithm. The computer also runs a nonlinear predictive control locomotion

controller [42] which has a number of locomotion gaits available.

6.2.2 Evaluation Metrics

It is worth describing the performance metric we are going to use in the experiments

in detail first. We use drift percentage to determine how much the estimated position

deviates from the actual position over the course of long-distance traveling. We also

note that the position to be compared only contains XY directions, for absolute Z

position can be readily measured by fusing barometer pressure data. Along the travel

trajectory, at each time instance 𝑡 we can calculate the total travel distance 𝑠 from

the ground truth data. Also, we denote the estimated position as �̂� and the ground

truth position as 𝑝. Then the drift percentage is:

𝐷𝑅𝐼𝐹𝑇 (𝑡) =
‖𝑝− �̂�‖

𝑠
× 100%

When the robot moves in simple trajectories such as a line or a single loop,
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Figure 6-2: A comparison of several PO or vision-based baseline methods and Cer-
berus2 variants on two indoor data sequences. In the left figure, the robot uses the
standing trot gait, 0.40s gait time, and 0.2m/s speed target. The right figure is the
result of the robot’s moves using the trot gait, 0.44s gait time, and 0.5𝑚/𝑠 speed.
The average drifts of all methods in these two runs are Standard PO - 7.56%, Multi-
IMU PO - 1.86%, VINS-Fusion - 2.43%, Cerberus - 1.65%, Cerberus2-L 1.15%, and
Cerberus2-T 1.01%.

then the final drift percentage 𝐷𝑅𝐼𝐹𝑇 (𝑇 ), where 𝑇 is the final trajectory time, is

already informative. If the motion trajectory is more complicated, the average drift

percentage:

𝐴𝑉 𝑅_𝐷𝑅𝐼𝐹𝑇 =
1

𝑁

𝑇∑︁
𝑡=𝑡0

𝐷𝑅𝐼𝐹𝑇 (𝑡)

captures the drift performance over time better, where 𝑁 is the total number of time

instances. Similarly, the median drift or 𝑀𝐸𝐷_𝐷𝑅𝐼𝐹𝑇 can be calculated following

the standard definition.
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6.2.3 Cerberus 2.0 Evaluation

In this section, we evaluate the position estimation performance of Cerberus 2.0. The

two main formulations of LO preintegration as discussed in Section 6.1.2 and 6.1.3 are

compared through experiments on various data sequences. In addition to comparing

with the ground truth, for each data sequence, we also make comparisons against

baseline methods including Multi-IMU PO, VIO (VINS-Fusion), VILO (Cerberus).

The two Cerberus 2.0 variants are Cerberus2-L for the loosely-coupled formulation

and Cerberus2-T for the tightly-coupled formulation.

Indoor Drift & Robustness Evaluation

We first did the same experiment as discussed in Section 5.5. Estimated trajectories

of two indoor runs are shown in Figure 6-2 as examples. For moderate speeds (≤

0.5𝑚/𝑠, the Multi-IMU PO is comparable with vision-based methods and Cerberus2-

T has better accuracy than the other Cerberus2 variants. But we came to notice

when the robot moves faster, the estimation results become worse. Besides, different

gait types and gait frequencies also cause position drift performance to change.

We aim to understand how different locomotion conditions affect position estima-

tion drifts through a large number of controlled experiments. The three independent

variables we adjust in these experiments are gait type (trot, standing trot, and flying

trot), target moving speed (0.2𝑚/𝑠, 0.4𝑚/𝑠, 0.6𝑚/𝑠, 0.8𝑚/𝑠, 1.0𝑚/𝑠, and 1.2𝑚/𝑠),

and gait time (0.32s, 0.36s, 0.40s, 0.44s, 0.48s, and 0.52s). The foot contact schedule

of each gait type is shown in Fig. 6-3. The trot gait, containing two alternating

double support phases, is widely used in the community as one of the most reliable

gaits. The standing trot gait adds a 50ms stance period after each trot foot switch-

ing, while the flying trot gait adds a 50ms full flight phase. The gait time is defined
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as the total duration of double support phases. The moving speed is a target speed

that the locomotion controller wants to reach as soon as possible in each experiment

run. A human operator provides the speed target during experiments. For faster

target linear moving speed, the target yaw rate is also scaled up to ensure smooth

turning. We would like to emphasize that no prior work has studied the effect of this

wide range of moving speeds and gait variations on state estimation performance.

57 experiment runs are conducted in the same lab space mentioned in Section

5.5. In each run, we select a set of variable combinations for the robot controller,

and then the robot travels a square trajectory that is used across experiments, as

shown in Fig. 6-2. So during all experiment runs, the visual features along the

trajectory are roughly the same. Although the trajectories are short, the robot

experiences fast rotations, foot slippages, and unexpected contacts when moving at

high speed. Since long gait time will lead to controller instability at high moving

speeds, not all variable combinations are tested. We collect sensor data from one

run into one rosbag and run all baseline methods and Cerberus2 methods using the

sensor data offline to make a fair comparison. All methods use consistent parameters

even though controller parameters change so that we can examine their parameter

robustness. After obtaining the estimation results for all runs, these results were

then categorized into three groups for focused analysis of each independent variable.

In Fig. 6-3 we compare the average drifts of different gaits. Among the three

gaits, the trot gait has the lowest drift and the flying trot has the largest. Because

of the airborne phase, the flying trot makes the robot experience large impacts upon

touchdown so the worst performance is not surprising. Between the trot gait and the

standing trot, the trot has a shorter contact time and fewer rolling contacts, which

could explain its better performance. Therefore standard trot gait is preferred for

achieving the best position estimation performance.
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Figure 6-3: Top: Leg contact schedules of each gait type. Black represents time
periods where the leg is in contact with the ground. Bottom: Box plots of average
drifts of different methods. Results are categorized by gait types. For each type, we
show the drift statistics from all experiment runs for each individual method.
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Figure 6-4: Box plots for estimation results of different gait frequencies.
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Figure 6-5: Box plots for estimation results of different movement speeds.
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In Fig. 6-4, we can see that as gait time increases, the drift estimation results of

the Multi-IMU PO monotonically decrease while other vision-based methods do not

show a clear changing pattern. The VINS-Fusion even got much worse with a gait

time of 0.52s. The reason is as gait time increases, the robot will have larger body

displacement per stride hence larger joint angle velocity. According to Kalman filter

observability analysis [163], larger joint angle velocity will improve the numerical

condition of the Kalman gain. On the other hand, as long as the robot controls its

orientation well, gait time does not affect camera observation accuracy. However, if

the gait time is too long and the robot target velocity is also high, the robot legs may

exceed the workspace limit, resulting in unstable locomotion, which leads to rapid

body rotation and tampers the cameras’ imaging quality. Around 0.44s gait time,

Multi-IMU PO (min drift 1.31%, average drift 1.50%) and Cerberus2-L (min drift

1.08%, average 2.07%) achieve the best drift performance.

As shown in Fig. 6-5, when robot target speed increases, VINS-Fusion’s drift

monotonically increases, so do Standard PO, Cerberus, and Cerberus2-T. However,

Multi-IMU PO and Cerberus2-L’s drift performances are always around 2% until the

target speed is higher than 1𝑚/𝑠. By looking at sensor data we notice at 1𝑚/𝑠 some

foot IMUs’ accelerometer readings occasionally exceed the range limit (±150𝑚/𝑠2).

Our filter implementation does not consider sensor saturation, therefore it will diverge

if saturation happens often. Another interesting phenomenon is in the speed range

0.6𝑚/𝑠-0.8𝑚/𝑠, Multi-IMU PO and Cerberus2-L perform the best. The reason could

be faster speed leads to fewer foot contact switches along a fixed travel distance,

which reduces the effect of locomotion disturbances in the same way as increasing

gait time.

Between Cerberus2-L and Cerberus2-T, across all experiments, Cerberus2-T demon-

strates a much higher variance. Although in some cases Cerberus2-T achieves better
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Figure 6-6: Different terrains during outdoor experiments.
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performance, most of the time it is worse than Ceberus2-L or other baseline methods.

This is because adding tightly coupled leg residuals not only introduces additional

noise parameters to tune but also increases the problem’s nonlinearity. Besides, be-

cause of the outlier rejection mechanism of the Multi-IMU PO, the velocity in the

loosely coupled leg residual is less affected by foot impact and slippage, while the

tightly coupled leg residual can only rely on the Huber norm in the factor graph for

outlier rejection. Thus, our conclusion is that Cerberus2-L is the preferred choice

for Multi-IMU VILO, even though it is a loosely coupled method. We also notice in

the indoor environment, Multi-IMU PO, being a proprioceptive sensing method, is

very competitive compared to the vision-based methods. This indicates that if we

have a submodule in the system that already generates precise estimations, using it

in a loosely coupled way could outperform the tightly coupled approaches that do

not use this submodule.

Outdoor Drift & Terrain Robustness Evaluation

To fully test the accuracy, adaptability, and robustness of Cerberus 2.0, we let the

robot travel over uneven terrains for long distances (see Figure 6-6 for screenshots

showing the terrains). A dataset that includes 9 experiment runs with a total length

of over 2.5km is collected. During each run, in addition to collecting sensor data, we

also mounted an iPhone on the robot, from which we measured a separate sequence

of GPS and IMU data from the cellphone. Then we use an inertial navigation filter

to recover the ground truth.

For each sequence, we compare Cerberus 2.0 with VINS-Fusion, Cerberus, and

ORB-SLAM3, an open-source localization library that has a multi-map loop closure

ability that should improve estimation accuracy. In Figure 6-7, we visualize the
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estimation results of 4 outdoor runs.

Figure 6-9 demonstrates the robustness of Cerberus 2.0 during two indoor/out-

door switchings. In Figure 6-8, estimation results for the robot traveling along a

hiking trail are shown. Because of gravel and plants on the trail surface, the robot

often experiences foot slippage and unexpected contact.

Since our robot sensor is low cost, robot movement is agile, and experiment

runs involve large-scale terrain variations, baseline vision-based methods, and PO

methods often fail or have large drift. Among all methods and across all experiments,

Cerberus2-L has the best performance.

Run Time Discussion

Cerberus 2.0 can run in real-time on robot hardware with moderate computation

resources. In our implementation, either Cerberus2-L or Cerberus2-T takes less than

60ms to finish a single factor graph solve on the Intel i7-1165G7 CPU, which is

shorter than the camera image arriving interval (1/15s or 66.7ms).

To further ensure run time consistency, Cerberus 2.0 runs on a Linux kernel with

the real-time patch, thus the main factor graph optimization thread can be set to

a higher priority to minimize operation system thread switching interruption. More

implementation details and run time tips can be viewed in our open-source codebase.

6.3 Limitation & Future Work

The biggest limitation of Multi-IMU PO and VILO is we do not have the capability

of dealing with sensor saturation. This is the primary reason for estimator failures

if the robot motion controller is not well designed. Incorporating some signal re-

construction or saturation detection mechanism to further improve robustness is a
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Figure 6-7: Estimation results of four outdoor runs. The average drift percentages
of each method in each run are summarized in Table 6.1.

Top-left Top-right Bottom-left Bottom-right
Standard PO 17.67% 19.62% 14.15% 26.24%

Multi-IMU PO 2.70% 1.11% 1.07% break
VINS-Fusion 3.04% break 9.75% 19.61
ORB-SLAM3 1.83% break 5.71% break

Cerberus 4.95% 8.41% 8.57% break
Cerberus2-L 1.76% 2.84% 2.04% 2.73%
Cerberus2-T 4.52% 1.88% 7.53% 12.77%

Table 6.1: The drift value of all outdoor experiment runs. Each column lists the
results of one run. Across all results, Multi-IMU PO achieves the lowest drift values,
while Cerberus2-L has comparable or better performance and improved robustness.
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Figure 6-8: On a challenging hiking trail, Cerberus2-L (red) achieves lower than
10% drift performance while all other methods either fail or have drift larger than
10%. The estimation result of Cerberus2-L agrees with the ground truth (blue) and
underlying satellite image very well. The map can be viewed online.

Figure 6-9: In an over 500m experiment run, a Unitree Go1 robot travels through
a parking garage over various terrain types. The proposed Cerberus 2.0 algorithm
demonstrates great estimation robustness and accuracy. Except for baseline method
Cerberus and the Cerberus2-L method, all other methods break along the way. The
ground truth trajectory is also wrong inside the garage due to weak GPS signals.
After the robot exited the garage, the GPS was restored. Cerberus2-L has < 0.5%
drift even after traveling for long distances with indoor/outdoor switching. The map
can be viewed online.
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promising future work.

In VILO, the selection of residual covariance values is mostly determined by trial

and error. Since the factor graph optimizer only weighs residual terms relatively, the

absolute value of covariances may not have physical meaning. Although there exist

auto-tuning methods for Kalman filters, auto-tuning for factor graphs remains unex-

plored. Besides, due to vibrations and impacts, the actually sensor noise model may

be heteroscedastic instead of constant. A more careful study of sensor noise char-

acteristics in legged robot state estimation could not only benefit legged locomotion

but also shed light on other sensor fusion problems.

6.4 Conclusions

In this chapter, we studied a multi-sensor visual-inertial-leg odometry hardware and

algorithm solution that fuses information from one camera, multiple inertial sensors,

and multiple motor encoders. The inclusion of inertial measurement units on the

robot’s feet significantly improves odometry accuracy. By comparing various for-

mulations of visual-inertial-leg odometry under different locomotion conditions, we

gained insights into both the theory and best implementation practices. In addition

to this thesis chapter, we open-sourced our code implementation, Cerberus 2.0, along

with a large dataset.
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Chapter 7

Equality Constrained LQR With The

Factor Graph

In the previous chapters, we have explored visualizing trajectory optimization as a

graphical model and using the factor graph as the backbone for state estimation.

Clearly, they are mathematically closely related because the underlying optimization

algorithm is the same. In this chapter, we focus on the factor graph to conduct a

theoretical analysis, demonstrating that this graphical model can be a powerful tool

to solve not only state estimation problems but also control problems.

7.1 Motivation

The Equality Constrained Linear Quadratic Regulator (EC-LQR) is an important

extension [81, 133] of the Linear Quadratic Regulator (LQR) [71]. The standard

finite-horizon discrete-time LQR problem contains (1) quadratic costs on the state

trajectory and the control input trajectory and (2) system dynamics constraints
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which enforce that the current state is determined by a linear function of the previous

state and control. In the EC-LQR, auxiliary constraints are introduced to enforce

additional linear equality relationships on one or more state(s) and/or control(s).

Such auxiliary constraints occur commonly in robotics applications [81], especially

in iterative nonlinear controllers or as local controllers for open-loop trajectories from

trajectory optimization approaches [117].

In many important problems auxiliary constraints violate the Markov assumption,

yet such constraints are rarely considered in existing EC-LQR approaches. We clas-

sify auxiliary constraints in EC-LQR problems into two categories which we term local

constraints and cross-time-step constraints. A local constraint only contains a state

and/or control from the same time step. Examples of local constraints include initial

and terminal conditions on states, contact constraints, and states along a predefined

curve. In contrast, a cross-time-step constraint involves multiple states and controls

at different time instances. While transcribing cross-time-step constraints into local

ones is possible by adding additional “book-keeping” states or other manual augmen-

tations, doing so may be unsuitable for online operation and many cross-time-step

constraints. Such non-Markovian constraints are pervasive in many robotics applica-

tions. For example, a legged robot’s leg configuration must return to the same state

after a period of time during a periodic gait [43]. In optimal allocation with resource

constraints [20], the sum of control inputs is constrained to be some constant. Our

goal is to solve for both optimal trajectories and optimal feedback control policies

in EC-LQR problems with local and cross-time-step constraints in linear time with

respect to the trajectory length, which no existing EC-LQR methods can achieve.

Reformulating control problems as inference problems [72, 85, 146, 155] is a grow-

ing alternative to common trajectory optimization [34, 74, 117] and dynamic pro-

gramming (DP) approaches for optimal control [81, 88, 133] . While trajectory opti-
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Figure 7-1: The factor graph representation of an Equality Constrained Linear Quadratic Regular
(EC-LQR) problem. Circles with letters are states or controls. Filled squares and circles represent
objectives and constraints that involve the state or controls to which they are connected. The red
square represents a cross-time-step constraint.

mization focuses on open-loop trajectories rather than feedback laws, and a method

using DP to handle cross-time-step constraints has yet to be proposed, control as in-

ference may offer the advantages of both. Factor graphs, in particular, are a common

tool for solving inference problems [36] and have recently been applied to optimal

control [27, 38].

We propose a novel formulation using factor graphs [36] to efficiently solve the

EC-LQR problem with both local and cross-time-step constraints in linear time with

respect to trajectory length. We demonstrate how to represent the EC-LQR problem

as a factor graph (shown in Fig. 7-1), In the graph, the cost function is Gaussian

factors; the system dynamics are hard constraint factors; the equality constraints

are also hard constraint factors. and apply the variable elimination (VE) algorithm

[12] on the factor graph to solve for the optimal trajectories and optimal feedback

control policies. The flexibility of the factor graph representation allows cross-time-

step constraints with arbitrary numbers of variables to be seamlessly handled. As
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long as the maximum time index difference of variables involved in each constraint

is bounded, the computational complexity stays linear with trajectory length. The

approach in this chapter matches the computational complexity of standard dynamic

programming techniques [2], but also has the added benefit of handling cross-time-

step constraints.

7.2 Related Work

Trajectory optimization methods typically transcript a problem into a Quadratic

Programming (QP) [6] or NonLinear Programming (NLP) [74] problem which can

be efficiently solved to obtain open-loop trajectories of nonlinear systems. Local

controllers can be used to track the open-loop trajectories generated [117]. Designing

local controllers that obey equality constraints motivates EC-LQR problems.

For EC-LQR problems with just local constraints, DP-based approaches can gen-

erate both the optimal trajectories and feedback control policies. Solving standard

LQR using DP is well understood in control theory [71]. [117] tackles EC-LQR

with state-only local constraints by projecting system dynamics onto the constraint

manifold. [133] extends the DP approach by using Karush-Kuhn-Tucker (KKT) con-

ditions [20] to absorb auxiliary constraints into the cost function, but its computation

time grows with the cube of the trajectory length for certain auxiliary constraints.

[81] solves the EC-LQR with local constraints in linear complexity by adding a new

auxiliary constraint dubbed “constraint_to_go” at each time step during DP steps.

Control as inference, in which a control problem is reformulated and solved as an

inference problem, has gained considerable attention [85, 146]. Probabilistic Graph-

ical Models (PGMs), which are commonly used for inference, have been applied to

optimal control problems [72, 155] because they describe dependencies among vari-
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Figure 7-2: Factor graph of a standard LQR problem with trajectory length 𝑇 = 2.

ables while maintaining sparsity in the graphical representation. Therefore, PGMs

can solve for variable distributions efficiently by exploiting sparsity [78]. The Markov

assumption gives optimal control problems a “chain” structure when represented as

PGMs allowing linear computational complexity with respect to trajectory length

[4, 27, 146, 155], but PGMs can also exploit sparsity for more complex (non-chain)

structures which motivates using PGMs for cross-time-step constraints.

Factor graphs, a type of PGM, have been successfully applied to robot percep-

tion and state estimation [36]. Prior works have demonstrated that the variable

elimination (VE) algorithm [12] on factor graphs can efficiently factorize the graphs’

equivalent matrix representations in order to infer the posterior distributions of ran-

dom variables. This procedure is called factor graph optimization. Moreover, factor

graphs can encode constraints [33]. Other than estimation, factor graphs can be used

to do motion planning [38, 141]. Standard LQRs with factor graphs are considered

in [27, 155] without auxiliary constraints.
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Figure 7-3: Two variable eliminations for the LQR problem. Each sub-figure consists of three
rows showing three equivalent representations: the factor graph (top), constrained optimization
(middle), and modified Gram-Schmidt process on [𝐴𝑖|𝑏𝑖] (bottom). The arrows in the factor graphs
show variable dependencies. The thin horizontal arrows separate cases before and after elimination.
Terms and symbols in the same color correspond to the color-coded variable elimination steps in
Section 7.3. Note that the matrix factorization representation consists of the weight vector, 𝑊𝑖,
next to the sub-matrix [𝐴𝑖|𝑏𝑖].
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7.3 Preliminary

We first demonstrate how to represent standard LQR, Problem 7.2 with only con-

straint (7.2b), as the factor graph shown in Fig. 7-2 and subsequently obtain the

optimal trajectory and optimal feedback control policy using VE.

Factor graphs can be interpreted as describing either a joint probability distribu-

tion with conditional independencies or, as we focus on in this chapter, an equivalent

least-squares problem derived from minimizing the negative log-likelihood. A factor

graph is a bipartite graph consisting of variables and factors connected by edges,

where a factor can be viewed either as a joint probability density or least squares

objective over the variables it is connected to.

We begin by showing how the probabilistic view of factor graphs is equivalent

to a least squares minimization [36]. We construct factor graph to describe a joint

probability distribution of the variables 𝑋 = [x;u]. For Gaussian distributions, the

probability distribution for a single objective or constraint factor 𝜑𝑘 can be written

in matrix form as
𝜑𝑘(𝑋𝑘) ∝ exp

{︀
−1

2
‖𝐴𝑘𝑋𝑘 − 𝑏𝑘‖2Σ𝑘

}︀
where exp is the exponential function and 𝑋𝑘 contains the variables connected to the

factor. 𝐴𝑘 and 𝑏𝑘 are a matrix and a vector with problem-specific values, Σ𝑘 is the

covariance of the probability distribution, and || · ||2Σ := (·)𝑇Σ−1(·) denotes the square

of the Mahalanobis norm. 𝐴𝑘, 𝑏𝑘, and Σ𝑘 together define the probability density of

the factor.

The product of all factors is the posterior distribution of 𝑋 whose MAP estimate
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solves the least squares problem [36]:

𝑋𝑀𝐴𝑃 = argmax
𝑋

𝜑(𝑋) = argmin
𝑋

− log(
∏︁
𝑘

𝜑𝑘(𝑋𝑘))

= argmin
𝑋

∑︁
𝑘

‖𝐴𝑘𝑋𝑘 − 𝑏𝑘‖2Σ𝑘
= argmin

𝑋
‖𝐴𝑋 − 𝑏‖2Σ (7.1)

where 𝐴 and Σ contain 𝐴𝑘 and Σ𝑘 on the block diagonal respectively and 𝑏 stacks all

𝑏𝑘 vertically. In this formulation, each factor 𝜑𝑘 corresponds to a block row in [𝐴|𝑏].

Defining the weight matrix 𝑊 := Σ−1, 𝑋𝑀𝐴𝑃 minimizes a weighted least squares

expression (𝐴𝑋 − 𝑏)𝑇𝑊 (𝐴𝑋 − 𝑏).

The objective factors in Fig. 7-2 are 𝜑𝑜𝑏𝑗𝑥(𝑥𝑡) ∝ exp{−1
2
‖𝑄1/2

𝑥𝑥𝑡𝑥𝑡‖2} and 𝜑𝑜𝑏𝑗𝑢(𝑢𝑡) ∝

exp{−1
2
‖𝑄1/2

𝑢𝑢𝑡𝑢𝑡‖2}, while the constraint factors are 𝜑𝑑𝑦𝑛(𝑥𝑡+1, 𝑥𝑡, 𝑢𝑡) ∝ exp{−1
2
‖𝑥𝑡+1−

𝐹𝑥𝑡𝑥𝑡 − 𝐹𝑢𝑡𝑢𝑡‖2Σ𝑐
} where the covariance Σ𝑐 = 0 creates infinite terms in 𝑊 . When

factor graphs have factors with zero covariance, the least squares problem turns into

a constrained least squares problem which we can solve using e.g. modified Gram-

Schmidt [50]. If linear terms are desired in the cost function in (7.2a) (e.g. track a

non-zero setpoint), we can always express the objective factor in a Gaussian form as

𝜑𝑜𝑏𝑗𝑥(𝑥𝑡) ∝ exp{−1
2
‖𝑄1/2

𝑥𝑥𝑡(𝑥𝑡 − 𝑥𝑟𝑒𝑓 )‖2}, where 𝑥𝑟𝑒𝑓 is some tracking target.

The VE algorithm is a method to solve (7.1) while exploiting the sparsity of 𝐴 by

solving for one variable at a time. For a variable 𝜃𝑖 ∈ 𝑋, we can identify its separator

𝑆𝑖: the set of other variables sharing factors with 𝜃𝑖. Then we extract sub-matrices

𝐴𝑖, 𝑊𝑖, and sub-vector 𝑏𝑖 from the rows of 𝐴, 𝑊 , and 𝑏 such that [𝐴𝑖|𝑏𝑖] contains all

factors connected to 𝜃𝑖. We collect the rows in [𝐴𝑖|𝑏𝑖] with finite weights to define

objective factor 𝜑𝑖(𝜃𝑖, 𝑆𝑖) and rows with infinite weights to define constraint factor

𝜓𝑖(𝜃𝑖, 𝑆𝑖). Then we “eliminate” variable 𝜃𝑖 following 3 steps1:
1In the probabilistic form, steps 2 and 3 would come from factoring 𝜑𝑖(𝜃𝑖, 𝑆𝑖)𝜓𝑖(𝜃𝑖, 𝑆𝑖) ∝

𝑝(𝜃𝑖|𝑆𝑖)𝑝(𝑆𝑖). For Gaussian distributions, 𝜃*𝑖 (𝑆𝑖) = 𝐸[𝑝(𝜃𝑖|𝑆𝑖)] and 𝜑*𝑖 (𝑆𝑖)𝜓
*
𝑖 (𝑆𝑖) = 𝑝(𝑆𝑖).
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Step 1. Identify all the factors adjacent to 𝜃𝑖 to get [𝐴𝑖|𝑏𝑖]. Split [𝐴𝑖|𝑏𝑖] into 𝜑𝑖(𝜃𝑖, 𝑆𝑖)

and 𝜓𝑖(𝜃𝑖, 𝑆𝑖).

Step 2. Solve the (constrained) least squares problem:

𝜃*𝑖 (𝑆𝑖) = argmin
𝜃𝑖

𝜑𝑖(𝜃𝑖, 𝑆𝑖) s.t. 𝜓𝑖(𝜃𝑖, 𝑆𝑖) = 0

using modified Gram-Schmidt or other constrained optimization methods [20,

Ch.10]. 𝜃*𝑖 (𝑆𝑖) denotes that 𝜃*𝑖 is a function of the variables in 𝑆𝑖.

Step 3. Substitute 𝜃𝑖 ← 𝜃*𝑖 by replacing the factors 𝜑𝑖(𝜃𝑖, 𝑆𝑖) and 𝜓𝑖(𝜃𝑖, 𝑆𝑖) with

𝜑*
𝑖 (𝑆𝑖) := 𝜑𝑖(𝜃

*
𝑖 , 𝑆𝑖) and 𝜓*

𝑖 (𝑆𝑖) := 𝜓𝑖(𝜃
*
𝑖 , 𝑆𝑖), respectively, in [𝐴|𝑏].

We follow an elimination order [78] to eliminate one variable 𝜃𝑖 ∈ 𝑋 at a time.

After all variables are eliminated, the factor matrix 𝐴 is effectively converted into

an upper-triangular matrix 𝑅 allowing 𝑋 to be solved by matrix back-substitution.

Therefore, one interpretation of the VE algorithm is performing sparse QR factor-

ization on 𝐴 [36].

To apply VE to the LQR factor graph in Fig. 7-2, we choose the ordering

𝑥𝑁 , 𝑢𝑁−1, 𝑥𝑁−1, . . . , 𝑥0 and execute Steps 1-3 to eliminate each variable. This order

is chosen to generate feedback policies where the controls are functions of the present

states. When eliminating a state 𝑥𝑖 for the special case of LQR, the constrained least-

squares problem in Step 2 is trivially solved as 𝑥*𝑖 (𝑢𝑖−1, 𝑥𝑖−1) = 𝐹𝑢𝑢𝑖−1+𝐹𝑥𝑥𝑖−1. Ad-

ditionally, 𝜓*
𝑥𝑖

will be empty since 𝜓𝑥𝑖
(𝑥*𝑖 , 𝑢𝑖−1, 𝑥𝑖−1) is satisfied for any choice of 𝑢𝑖−1

and 𝑥𝑖−1. Fig. 7-3a shows the factor graphs, corresponding optimization problems,

and sub-matrices [𝑊𝑖][𝐴𝑖|𝑏𝑖] before and after eliminating 𝑥2.

The optimal feedback control policy emerges when eliminating a control 𝑢𝑖. The

combined constraint factor 𝜓𝑢𝑖
is empty (since 𝜓*

𝑥𝑖+1
is empty), so Step 2 reduces to
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an unconstrained minimization problem. To solve it using QR factorization, split

the objective ||𝐴𝑖[𝑢;𝑥]||22 = ||𝑅𝑖𝑢+ 𝑇𝑖𝑥||22 + ||𝐸𝑖𝑥||22 using the QR factorization 𝐴𝑖 =

𝑄

⎡⎣𝑅𝑖 𝑇𝑖

0 𝐸𝑖

⎤⎦ noting that 𝑄 is orthogonal and thus doesn’t change the norm. Then,

𝑢*𝑖 (𝑥𝑖) = −𝐾𝑖𝑥𝑖 where 𝐾𝑖 := 𝑅−1
𝑖 𝑇𝑖 efficiently optimizes the first term and 𝜑*

𝑢𝑖
(𝑥𝑖) =

||𝐸𝑖𝑥||22 is the new factor on 𝑥. The elimination is shown in Fig. 7-3b.

Furthermore, the cost_to_go (or “value function” [9]), which commonly appears

in DP-based LQR literature, is visually evident in the (right) factor graph from Fig.

7-3b as the sum of the two unary factors on 𝑥1:

cost_to_go1(𝑥1) = 𝑥𝑇1𝑄𝑥1 + 𝑥𝑇1𝐸
2
1𝑥1.

Continuing to eliminate the rest of the variables reveals the general formula of the

cost_to_go after applying block-QR elimination to solve for 𝐾𝑖 and 𝐸𝑖:

cost_to_go𝑖(𝑥𝑖) = 𝑥𝑇𝑖 (𝑄𝑥𝑥𝑡 + 𝐹 𝑇
𝑥𝑡
𝑉𝑖+1𝐹𝑥𝑡 −𝐾𝑇

𝑖 𝐹
𝑇
𝑢𝑖
𝑉𝑖+1𝐹𝑥𝑡)𝑥𝑖

where 𝑉𝑖+1 comes from 𝜑*
𝑢𝑖
(𝑥𝑖) + 𝑥𝑇𝑖 𝑄𝑥𝑥𝑡𝑥𝑖 = 𝑥𝑇𝑖 𝑉𝑖𝑥𝑖.

7.4 Problem And Method

In this section we first formulate the standard LQR and EC-LQR problems following

the notation used in [81]. Then we solve a standard LQR problem as a factor graph

and review relevant concepts related to factor graphs. Next, we solve EC-LQR with

local constraints using factor graphs and compare our algorithm to the one proposed

by [81], the most recent DP-based approach. Finally, we show how our method

handles EC-LQR with cross-time-step constraints.
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7.4.1 Problem Formulation

For a robotic system with state 𝑥𝑡 ∈ R𝑛 and control input 𝑢𝑡 ∈ R𝑚, we de-

fine a state trajectory as x = [𝑥0, 𝑥1, . . . , 𝑥𝑇 ] and control input trajectory as u =

[𝑢0, 𝑢1, . . . , 𝑢𝑇−1] where 𝑇 is the trajectory length. The optimal control input trajec-

tory u* and its corresponding state trajectory x* are the solution to the constrained

linear least squares problem:

min
u

𝑥𝑇𝑇𝑄𝑥𝑥𝑇
𝑥𝑇 +

𝑇−1∑︁
𝑡=0

(𝑥𝑇𝑡 𝑄𝑥𝑥𝑡𝑥𝑡 + 𝑢𝑇𝑡 𝑄𝑢𝑢𝑡𝑢𝑡) (7.2a)

s.t. 𝑥𝑡+1 = 𝐹𝑥𝑡𝑥𝑡 + 𝐹𝑢𝑡𝑢𝑡 (7.2b)

𝐺𝑥𝑡𝑥𝑡 +𝐺𝑢𝑡𝑢𝑡 + 𝑔𝑙𝑡 = 0, 𝑡 ∈ 𝒞 (7.2c)

𝐺𝑥𝑇
𝑥𝑇 + 𝑔𝑙𝑇 = 0 (7.2d)∑︁

𝑖∈𝐶𝑘𝑥

𝑆𝑥𝑘𝑖𝑥𝑖 +
∑︁
𝑗∈𝐶𝑘𝑢

𝑆𝑢𝑘𝑗𝑢𝑗 + 𝑠𝑘 = 0 (7.2e)

where 𝑄𝑥𝑥𝑇
, 𝑄𝑥𝑥𝑡 , and 𝑄𝑢𝑢𝑡 are positive definite matrices defining the cost function;

𝐹𝑥𝑡 and 𝐹𝑢𝑡 define the system dynamics at time 𝑡; constraints (7.2c) and (7.2d) are

local auxiliary constraints; and constraint (7.2e) is a new formulation for cross-time-

step constraints. In (7.2c) and (7.2d), 𝐺𝑥𝑡 ∈ R𝑙𝑡×𝑛, 𝐺𝑢𝑡 ∈ R𝑙𝑡×𝑚, and 𝑔𝑙𝑡 ∈ R𝑙𝑡

form local constraints with constraint dimension 𝑙𝑡; 𝒞 is the set of time steps where

a local constraint, such as initial state constraint, applies; and 𝐺𝑥𝑇
and 𝑔𝑙𝑇 form a

local constraint with dimension 𝑙𝑇 on the final step. In the cross-time-step constraint

(7.2e), 𝑆𝑥𝑘𝑖 ∈ R𝑐𝑡×𝑛, 𝑆𝑢𝑘𝑗 ∈ R𝑐𝑡×𝑚, and 𝑠𝑘 ∈ R𝑐𝑡 form constraints on a set of states

𝑥𝑖 and controls 𝑢𝑗 where 𝑘 is the index of the cross-time-step constraint. In this

chapter we focus on representing quadratic cost in the factor graph, but linear terms

in the cost function can be incorporated too as shown in the next section.
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7.4.2 EC-LQR with Local Constraints

The factor graph representation of EC-LQR with only local constraints (7.2c) and

(7.2d) in Problem 7.2 is the same as the factor graph in Figure 7-1 but without the

red square marked “cross-time-step constraint”. We still use the same elimination

order: 𝑥2, 𝑢1, 𝑥1, 𝑢0, 𝑥0 to execute VE.

Eliminating a state

The process for eliminating a state involves one more constraint when generating

𝜓*
𝑥𝑖
(𝑆𝑥𝑖

), but solving for 𝑥𝑖 remains the same as in standard LQR case. Figure 7-4a

shows the process of eliminating 𝑥2.

Eliminating a control

The process for eliminating a control is a constrained minimization with some con-

straints on 𝑢𝑖 derived from 𝜓*
𝑥𝑖+1

(𝑢𝑖, 𝑥𝑖) and/or 𝐺𝑥𝑖
𝑥𝑖+𝐺𝑢𝑖

𝑢𝑖+ 𝑔𝑙𝑖 = 0. The elimina-

tion procedure is shown in Figure 7-4b. From the result of eliminating 𝑢1 as shown

on the right in Figure 7-4b, we observe that

• the optimal control policy 𝑢*1(𝑥1) = −𝐾1𝑥1 + 𝑘1 falls out,

• 𝜑*
𝑢1
(𝑥1) = ||𝑃 1/2

1 𝑥1 − 𝑝1||2 corresponds to the cost_to_go(𝑥1) = 𝑥𝑇1 𝑉1𝑥1 − 𝑣1𝑥1
from [81] where 𝑉1 = 𝑃1 +𝑄𝑥𝑥1 and 𝑣1 = 2𝑝𝑇1 𝑃1, and

• 𝜓*
𝑢1

= 𝐻1𝑥1−ℎ1 = 0 corresponds to the constraint_to_go(𝑥1) = 𝐻1𝑥1−ℎ1 = 0

from [81]

We continue with VE to eliminate the remaining variables similarly. After each

𝑢𝑖 is eliminated, we can obtain an optimal control policy, constraint_to_go, and
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𝑥0 𝑥1 𝑥2

𝑢0 𝑢1

→

𝑥0 𝑥1 𝑥2

𝑢0 𝑢1

𝑥*2(𝑥1, 𝑢1) = argmin
𝑥2

𝑥𝑇2𝑄𝑥𝑥𝑇
𝑥2

s.t. 𝐺𝑥2
𝑥2 − 𝑔𝑙2 = 0

𝑥2 − 𝐹𝑢1
𝑢1 − 𝐹𝑥1

𝑥1 = 0

→
𝑥*2(𝑢1, 𝑥1) = 𝐹𝑥1𝑥1 + 𝐹𝑢1𝑢1

𝜑*𝑥2
(𝑢1, 𝑥1) = ||𝐹𝑥1𝑥1 + 𝐹𝑢1𝑢1||2𝑄𝑥𝑥𝑇

𝜓*
𝑥2
(𝑢1, 𝑥1) = 𝐺𝑥2

𝐹𝑢1
𝑢1 +𝐺𝑥2
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𝐹𝑥1
𝑔𝑙2
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𝑥0 𝑥1 𝑥2

𝑢0 𝑢1

→
𝑥0 𝑥1 𝑥2

𝑢0 𝑢1
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𝑢1

𝜑*𝑥2
(𝑥1, 𝑢1) + 𝑢𝑇1 𝑅𝑢1

s.t. 𝐺𝑥2
𝐹𝑢1

𝑢1 −𝐺𝑥2
𝐹𝑥1

𝑥1 − 𝑔𝑙2 = 0

𝐺𝑢1
𝑢1 −𝐺𝑥1

𝑥1 − 𝑔𝑙1 = 0

→
𝑢*1(𝑥1) = −𝐾1𝑥1 + 𝑘1

𝜑*𝑢1
(𝑥1) = ||𝑃

1
2
1 𝑥1 − 𝑝1||2

𝜓*
𝑢1
(𝑥1) = 𝐻1𝑥1 − ℎ1 = 0

𝑊𝑢1
𝑢1 𝑥1⎡⎢⎢⎣

𝐼
∞
𝐼
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𝑄
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𝐼
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2
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⎤⎦
(b) Eliminate 𝑢1

Figure 7-4: Two elimination steps for EC-LQR with local constraints. This figure has the same
layout as Figure 7-3.
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cost_to_go – all of which being functions of 𝑥𝑖. When the problem is linear and all

matrices are invertible or full column rank, the optimal solution is unique. We will

demonstrate our method finding the unique optimal solution in Section 7.5.

7.4.3 Computational Complexity Analysis

Because Step 1 collects only the factors connected to the variable we seek to eliminate,

VE is very efficient and the complexity of eliminating a single variable is independent

of the trajectory length. When eliminating one variable, we factorize a matrix, 𝐴𝑖,

whose rows consist of all the factors connected to the variable and whose columns

correspond to the variable and its separator. Thus, the maximum dimension of 𝐴𝑖

in EC-LQR problem with just local constraints is 3𝑛 × (2𝑛 +𝑚) when eliminating

a state or (2𝑛 + 𝑚) × (𝑛 + 𝑚) when eliminating a control. In the worst case, the

QR factorization on this matrix has complexity 𝑂(2(3𝑛)(2𝑛 + 𝑚)2) = 𝑂(24𝑛3 +

24𝑛2𝑚 + 6𝑛𝑚2) when eliminating a state or 𝑂(2(2𝑛 + 𝑚)2(𝑛 + 𝑚)) = 𝑂(8𝑛3 +

16𝑛2𝑚+10𝑛𝑚2 +2𝑚3) when eliminating a control. To obtain the solution from the

sparse QR factorization result of 𝐴, we apply back substitution whose computation

complexity is 𝑂(𝑛2 + 𝑚2), so the overall computation complexity of solving the

trajectory with length 𝑇 is 𝑂(𝑇 · (𝜅1𝑛3+𝜅2𝑛
2𝑚+𝜅3𝑛𝑚

2+𝜅4𝑚
3)), which is the same

as the state of the art DP approach [81].

7.4.4 EC-LQR with Cross-time-step Constraints

The factor graph’s ability to add factors on any set of variables allows us to add

more general auxiliary constraints and objectives than [81], such as cross-time-step

constraints. Note that cross-time-step objectives could also be handled the same way

if desired. The VE algorithm for solving EC-LQR with cross-time-step constraints
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𝑥0 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7

𝑢0 𝑢1 𝑢2 𝑢3 𝑢4 𝑢5 𝑢6

(a) Factor graph

𝑥1𝑥0

𝑢0

𝑥2

𝑢1

𝑥3

𝑢2

𝑥4

𝑢3

𝑥5

𝑢4

𝑥6

𝑢5

𝑥7

𝑢6

(b) The Bayes Net after Variable Elimination

Figure 7-5: Example cross-time-step constraint in a factor graph. The bottom figure is a Bayes
net showing variable dependencies after VE.
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(or even objectives) remains exactly the same as in Section 7.4.2. For example, in

Fig. 7-5, the cross-time-step constraint is 𝑆𝑥𝑛𝑐+𝑝 + 𝑆𝑥𝑛𝑐 + 𝑠 = 0. When eliminating

𝑥𝑛𝑐+𝑝, its separator will contain 𝑥𝑛𝑐+𝑝−1, 𝑢𝑛𝑐+𝑝−1 and 𝑥𝑛𝑐 . After elimination of 𝑥𝑛𝑐+𝑝,

the new constraint_to_go factor will be connected to not only 𝑥𝑛𝑐+𝑝−1 and 𝑢𝑛𝑐+𝑝−1,

but also 𝑥𝑛𝑐 . Subsequent elimination steps will generate similar factors. As a result,

after all variables are eliminated, the final feedback controllers for control inputs

between 𝑥𝑛𝑐+𝑝 and 𝑥𝑛𝑐 are functions of two states instead of just the current state.

Fig. 7-5b illustrates the result in the form of a Bayes Net [36] where arrows represent

the variable dependencies.

We further show our method maintains linear complexity with the length of the

trajectory. Notice in Fig. 7-5b that each cross-time-step constraint spanning from

time step 𝑡𝑎 to 𝑡𝑏 adds additional dependencies of variables 𝑥𝑘, 𝑢𝑘 (𝑡𝑎 < 𝑘 ≤ 𝑡𝑏)

on variables associated with the cross-time-step constraint. Therefore, as long as

the maximum number of variables associated with a cross-time-step constraint is

bounded by 𝑑, and the maximum number of cross-time-step constraints spanning over

any time step is bounded by 𝑞, the number of variables involved in any elimination

step (which contribute to the 𝜅 constants) is bounded by 3 + (𝑑 − 1) × 𝑞 thereby

bounding the complexity of each elimination operation.

7.5 Experiments

We run simulation experiments to demonstrate the capability of the proposed method2.

We implement our method using the Georgia Tech Smoothing And Mapping (GT-

SAM) toolbox [35]. We compare our approach with three baseline methods. Baseline

method 1 is [133], Baseline method 2 is [81], and Baseline method 3 is using Mat-
2Source code is available on Github
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Figure 7-6: Optimal trajectory, cost, and constraint violation comparison of three methods for
Problem 7.3. For each method we plot the three dimensions of the state 𝑥. All methods produce
the same result.

lab’s quadprog quadratic programming solver (which does not produce an optimal

control policy). We first present comparison experiments for EC-LQR on random

systems. We then show our approach handling cross-time-step constraints on an

example system motivated by a single leg hopping robot.

7.5.1 Cost, Constraint Violation & Controller Comparison

The first experiment is to find the optimal trajectory for a simple system with 𝑥𝑖 ∈ R3

and 𝑢𝑖 ∈ R3 that is subject to state constraints. The EC-LQR problem is given by:

min
u

(𝑥𝑇−𝑥𝑁)𝑇𝑄𝑥𝑥𝑇
(𝑥𝑇 − 𝑥𝑁) +

𝑇−1∑︁
𝑡=0

(𝑥𝑇𝑡 𝑄𝑥𝑥𝑡𝑥𝑡 + 𝑢𝑇𝑡 𝑄𝑢𝑢𝑡𝑢𝑡)

s.t. 𝑥𝑡+1 = 𝐹𝑥𝑥𝑡 + 𝐹𝑢𝑢𝑡, 𝑥0 = [0 0 0]𝑇 ,

𝑥𝑁 = [3 2 1]𝑇 , 𝑥𝑇/2 = [1 2 3]𝑇 (7.3a)

where 𝑑𝑡 = 0.01, 𝐹𝑥 = 𝐼3×3 + 𝐼3×3 · 𝑑𝑡, 𝐹𝑢 = 𝐼3×3 · 𝑑𝑡, 𝑇 = 100, 𝑄𝑥𝑥𝑡 = 0.01 · 𝐼3×3,

𝑄𝑢𝑢𝑡 = 0.001 · 𝐼3×3, and 𝑄𝑥𝑥𝑇
= 500 · 𝐼3×3. In this case 𝒞 = {0, 𝑇/2}.
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Figure 7-7: The plots of feedback control gain matrices from Baseline Method 2 and ours (we
omit Baseline 1 because its result is identical to Baseline 2). Each curve represents one element in
𝐾𝑡 or 𝑘𝑡.

Fig. 7-6 compares the optimal state trajectories using three methods. Baseline

3 is omitted for space reasons, but all three baselines and our method arrive at the

exact same solution, with 0 constraint violation and identical total cost, as expected

since the optimal solution is unique.

To show our method can also handle state and control local constraints, we replace

the last state-only constraint (7.3a) to be a constraint that contains both the state

and the control as 𝑥𝑁/2 + 𝑢𝑁/2 + [1 2 3]𝑇 = 0. We solve this problem to get the

optimal controllers 𝑢𝑡 = −𝐾𝑡𝑥𝑡 + 𝑘𝑡. 𝐾𝑡 and 𝑘𝑡 are identical among Baseline 1,

Baseline 2 and ours. Fig. 7-7 omits Baseline 1 for space reasons. Baseline 3 does

not produce a controller.

7.5.2 Run Time Comparison

We focus on comparing our method and Baseline 2 since Baseline 2 is the only

baseline that has linear complexity and generates a feedback policy. Both methods

are implemented in C++ and tested on a computer with an Intel i7-8809G 3.10GHz
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CPU. We generate random problems with given sizes and compare average run times

over 10 trials. With 𝑙𝑡 = 𝑚− 1 dimensional local constraints at every time step, we

first fix 𝑛 = 𝑚 = 3 and vary trajectory length 𝑇 :

𝑇 100 200 300 400 500 600

[81] (ms) 0.88 1.06 1.67 2.01 2.35 2.81

Ours (ms) 2.32 3.17 4.30 4.68 5.86 6.86
then we fix 𝑇 = 100 and increase 𝑛 and 𝑚 together:

𝑛,𝑚 10 20 30 40 50 60

[81] (ms) 3.74 14.5 44.1 83.5 152.3 247.7

Ours (ms) 3.81 11.8 27.1 51.2 99.0 170.2
The experiments show that for both methods, run time grows linearly with in-

creasing trajectory length as expected. Our method performs better for larger state

and control dimensions. We believe this behavior is attributable to QR factorization

being faster than SVD (used in Baseline 2), which overcomes the graph overhead for

large 𝑚.

7.5.3 Cross-time-step Constraints

To illustrate an example of how cross-time-step constraints can be used to generate

useful trajectories, we use a double integrator system (𝑥𝑖 = [position; velocity], 𝑢 =

acceleration) with periodic “step placements”. Consider the x-coordinate of a hopping

robot’s foot which initially starts in contact with the ground and makes contact with

the ground again every 20 time steps. Each contact, it must advance forward by

0.6 units and match the ground velocity (which may be non-zero e.g. on a moving
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walkway). The problem is given by:

min
u

𝑥𝑇𝑇𝑄𝑥𝑥𝑇
𝑥𝑇 +

𝑇−1∑︁
𝑡=0

(𝑥𝑇𝑡 𝑄𝑥𝑥𝑡𝑥𝑛 + 𝑢𝑇𝑡 𝑄𝑢𝑢𝑡𝑢𝑡) (7.4a)

s.t. 𝑥𝑡+1 =

⎡⎣1 𝑑𝑡

0 1

⎤⎦𝑥𝑡 +
⎡⎣ 0

𝑑𝑡

⎤⎦𝑢𝑡, 𝑥0 = [0 0]𝑇 , (7.4b)

𝑥𝑛𝑐+20 − 𝑥𝑛𝑐 =
[︁
0.6 0

]︁𝑇
, 𝑛𝑐= 0, 20, 40, 60, 80 (7.4c)

The cross-time-step constraints (7.4c) enforce that contacts must occur at a fixed

position relative to and with the same velocities as the previous contacts 𝑝 = 20 time

steps prior. These create constraint factors between two state variables 𝑝 = 20 time

steps apart, as in Fig. 7-5 (𝑝 = 3 in Fig. 7-5).

Fig. 7-8 shows the solutions to Problem 7.4 using Baseline 2 [81], Baseline 3

(QP), and our method, as well as the results when using the same controllers with

a perturbed initial state 𝑥0 = [0 1.8]𝑇 (i.e. walking on a moving walkway with

velocity 1.8). We omit Baseline 1 from the Figure for space reasons since it performs

identically to Baseline 2. We apply some modifications to allow for comparison since

Baselines 1 and 2 cannot natively handle cross-time-step constraints and Baseline 3

cannot generate an optimal policy, but even so, the adjusted baselines do not generate

optimal trajectories from perturbed initial state, as shown in Fig. 7-8 (bottom). For

Baseline 2, we convert the cross-time-step constraints to same-time-step constraints

𝑥𝑛𝑐 = [0.03𝑛𝑐 0]
𝑇 for 𝑛𝑐 = 0, 20, . . . resulting in incorrect constraints after perturbing

the initial state. An alternative would be to introduce 10 additional state dimensions

(two for each cross-time-step constraint) analagous to Lagrange multipliers, but we

argue that such an approach is not sustainable for online operation and many cross-

time-step constraints. For Baseline 3, we re-use the control sequence from Problem
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Figure 7-8: The state trajectories solving Problem 7.4 using Baseline method 2 (left), Baseline
method 3 (middle), and our proposed method (right) with control sequence/policies applied to the
original problem (top) and after perturbing the initial state (bottom). All methods generate the
same trajectory to the initial problem, but only ours gives a policy which generates the optimal
trajectory for the perturbed problem. “Cost” and “Constr” denote the total objective cost and
constraint violation, respectively.

7.4 for the perturbed case. Our method’s control law produces a state trajectory

that is optimal and without constraint violation even with a perturbed initial state

an shown in Fig. 7-8 (bottom right).

7.6 Future Work

Just as LQR is a building block for Differential Dynamic Programming (DDP) [88,

98], linear factor graphs could also be a building block for more general nonlinear

optimal control problems. In this direction, the following practical developments
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should be investigated: incorporating inequality constraints e.g. using barrier or

penalty functions [49]; extending to nonlinear systems using nonlinear factor graphs

[36]; addressing over-constrained “constraints” in VE via prioritization of constraints;

leveraging incremental solving using Bayes Trees [69] to do efficient replanning; and

combining estimation and optimal control into the same factor graph to better close

the perception-control loop.

7.7 Conclusions

In this chapter, we proposed solving equality constrained linear quadratic regular

problems using factor graphs. We showed that factor graphs can represent linear

quadratic optimal control problems with auxiliary constraints by capturing the rela-

tionships amongst variables in the form of factors. Variable elimination, an algorithm

that exploits matrix sparsity to optimize factor graphs, is used to efficiently solve

for the optimal trajectory and feedback control policy. We demonstrated that our

approach can handle more general constraints than traditional DP approaches while

also matching or exceeding state-of-the-art performance with traditional constraints.

We believe our method has great potential to be used in a number of complex robotics

systems which require solving more general constrained optimal control problems.

7.8 Appendix

We provide a probabilistic view of Figure 7-2 to show its connection to MPC and

VILO discussed in previous chapters. If we treat 𝑋 = [𝑥2;𝑢1;𝑥1;𝑢0;𝑥0] as a stack of

random variables, before connecting variables with edges it has a prior distribution
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𝑝(𝑋). We then define three types of likelihood functions [38]:

𝑙𝑜𝑏𝑗𝑥(𝑥𝑡;𝒬𝑡) ∝ 𝑃 (𝒬𝑡|𝑥𝑡) = exp
{︁
− 1

2
‖𝑥𝑡‖2𝑄𝑥𝑥𝑡

}︁
, (7.5)

𝑙𝑜𝑏𝑗𝑢(𝑢𝑡;ℛ𝑡) ∝ 𝑃 (ℛ𝑡|𝑢𝑡) = exp
{︁
− 1

2
‖𝑢𝑡‖2𝑄𝑢𝑢𝑡

}︁
, (7.6)

𝑙𝑑𝑦𝑛(𝑥𝑡+1, 𝑥𝑡, 𝑢𝑡;ℱ𝑡) ∝ 𝑃 (ℱ𝑡|𝑥𝑡+1, 𝑥𝑡, 𝑢𝑡)

= exp
{︁
− 1

2
‖𝑥𝑡+1 − 𝐹𝑥𝑡𝑥𝑡 + 𝐹𝑢𝑡𝑢𝑡‖2Σ𝑐

}︁
, (7.7)

where ‖ · ‖Σ is the Mahalanobis norm, and Σ is the covariance of the distribution.

Notice Σ𝑐 → 0. As the definition suggests, a likelihood function measures the prob-

ability of elements in the random variable 𝑋 on condition that a “factor event” such

as 𝒬 be 0. It’s not hard to see the correspondences between edges in Figure 7-2 and

likelihood functions. Define all factor events as 𝑍 = [ℱ1,ℱ2,𝒬0,𝒬1,𝒬2,ℛ0,ℛ1], the

joint probability distribution of 𝑋 and 𝑍 is essentially

𝑝(𝑋,𝑍) =𝑝(𝑍|𝑋)𝑝(𝑋)

=𝑝(𝑥0, 𝑢0, 𝑥1, 𝑢1, 𝑥2,ℱ1,ℱ2,𝒬0,𝒬1,𝒬2,ℛ0,ℛ1)

=𝑝(𝒬0|𝑥0)𝑝(𝒬1|𝑥1)𝑝(ℱ1|𝑥0, 𝑢0, 𝑥1)𝑝(ℱ2|𝑥1, 𝑢1, 𝑥2)

𝑝(ℛ0|𝑢0)𝑝(ℛ1|𝑢1)𝑝(𝑥0, 𝑢0, 𝑥1, 𝑢1, 𝑥2) (7.8)

The last expansion is done using the Bayes Theorem. Apply the Bayes Theorem

again, and assume the prior distribution of 𝑝(𝑋) is uniform, we can conclude that

the maximum a posteriori (MAP) distribution of 𝑋 follows [36]

𝑋𝑀𝐴𝑃 = argmax
𝑋

𝑝(𝑍|𝑋) = argmax
𝑋

𝑙(𝑋;𝑍) = argmax
𝑋

𝜑(𝑋)
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where 𝑙(𝑋;𝑍) is the product of likelihood functions obtained by rewriting conditional

probability terms in Eq. (7.8) to their counterparts in (7.5), (7.6), or (7.7). 𝜑(𝑋) is

a simplified notation defined as 𝑙(𝑋;𝑍) = 𝜑(𝑋) =
∏︀
𝜑𝑖(𝑋𝑖). 𝜑𝑖 is still the likelihood

function we defined earlier, and 𝑋𝑖 is a set of elements of 𝑋 that relates to the

function 𝜑𝑖. We call a 𝜑𝑖 as a factor.

The key procedure links the probabilistic view of the factor graph and the LQR

is the VE. When 𝑋 = 𝑋𝑀𝐴𝑃 , 𝜑(𝑋𝑀𝐴𝑃 ) ∝ 𝑝(𝑋𝑀𝐴𝑃 ). Let 𝑋 = [𝜃0 . . . 𝜃𝑛], we can

factorize 𝑝(𝑋) as

𝑝(𝑋) = 𝑝(𝜃0|𝑆0)𝑝(𝜃1|𝑆1) . . . 𝑝(𝜃𝑛) =
∏︁
𝑗

𝑝(𝜃𝑗|𝑆𝑗). (7.9)

The 𝑆𝑗 is called separator [12], which is defined as the set of variables that 𝜃𝑗 is

conditioned after the factorization. This factorization process is the VE. Its final

form depends on the elimination order, which is the order how elements in 𝑋 got

picked during VE. More importantly, in the case of 𝑋 contains states and control

inputs, when control 𝑢𝑖 in𝑋 is picked, the factorized term 𝑝(𝑢𝑖|𝑆𝑖) is the optimal

feedback controller.

To better present the detailed steps of VE, we convert the probabilistic view to a

matrix view using the fact that our likelihood functions are Gaussian distributions.

From Definition (7.5), (7.6), and (7.7), we can see all likelihood functions or factors

𝜑𝑖(𝑋𝑖) can be written as

𝜑𝑖(𝑋𝑖) ∝ exp
{︁
− 1

2
‖𝐴𝑖𝑋𝑖 − 𝑏𝑖‖2Σ𝑖

}︁
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Then

𝑋𝑀𝐴𝑃 = argmax
𝑋

𝜑(𝑋) = argmin
𝑋

−2 log(
∏︁

𝜑𝑖(𝑋𝑖))

= argmin
𝑋

∑︁
𝑖

‖𝐴𝑖𝑋𝑖 − 𝑏𝑖‖2Σ𝑖
= argmin

𝑋
‖𝐴𝑋 − 𝑏‖2Σ (7.10)

where 𝐴, 𝑏 and Σ stack all 𝐴𝑖, 𝑏𝑖, and Σ𝑖 together respectively. Then the solution of

𝑋𝑀𝐴𝑃 is a linear least square problem. A caveat is the covariance matrix in (7.7) is

0 because the system dynamics constraints must be strictly obeyed. So some terms

in Σ are zero. If we expand the Mahalanobis norm in (7.10) and define weight matrix

𝑊 = Σ−1/2, we have (𝐴𝑋−𝑏)𝑇𝑊 (𝐴𝑋−𝑏) with some infinite weights. This weighted

linear least square system can be solved by the modified Gram-Schmidt algorithm

[50].

Using the matrix view, VE has a direct connection to sparse matrix factorization

[36]. If we factorize matrix 𝐴 in (7.10) as 𝐴 = 𝑄𝑅 using the modified Gram-Schmidt,

where 𝑄 is orthonormal and 𝑅 is upper-triangular. Then

min
𝑋
‖𝐴𝑋 − 𝑏‖2Σ = min

𝑋
𝑄𝑇‖𝐴𝑋 − 𝑏‖2Σ = min

𝑋
‖𝑅𝑋 − 𝑑‖2Σ + ‖𝑒‖2Σ

where 𝑑 = 𝑄𝑇 𝑏. The last term ‖𝑒‖2Σ appears as a residual if 𝑅 have rows with all 0s on

the bottom part. Now each block row of ‖𝑅𝑋−𝑑‖2Σ corresponds to one term in (7.9)

because 𝑅 is upper-triangular. We shall emphasize that the factorization of A can

be done by doing the modified Gram-Schmidt on just one column at a time. Since

𝑖th column of 𝐴 corresponds to variable 𝜃𝑖 in 𝑋, we “eliminate” it. Moreover, 𝐴 is

sparse in the optimal control setting, so the elimination can be done very efficiently.

This observation leads to the following VE steps to eliminate 𝜃𝑖:
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Step 1. Identify all the factors directly connected to 𝜃𝑖 (all block rows in 𝐴 with nonzero

elements on block column 𝑖). We also extract rows’ weights from the weight

matrix 𝑊 . Block rows with infinite weights are constraint factor 𝜓𝑖(𝜃𝑖, 𝑆𝑖),

while block rows with finite weight are objective factor 𝜑𝑖(𝜃𝑖, 𝑆𝑖). Now all these

block rows formulate ‖𝐴𝑖[𝜃𝑖;𝑆𝑖] − 𝑏𝑖‖2Σ𝑖
We can normalize finite weights to be

1 by multiplying Σ
−1/2
𝑖 on 𝐴𝑖 and 𝑏𝑖.

Step 2. Factorize [𝐴𝑖|𝑏𝑖] to [𝑅𝑖|𝑑𝑖] using the modified Gram-Schmidt on its first column.

In the case of quadratic costs and linear system dynamics constraints, we can

treat it as a constrained least square problem and solve manually, as we show

in Figure 7-3.

Step 3. Output the first block row of [𝑅𝑖|𝑑𝑖] as 𝑝(𝜃𝑖|𝑆𝑖). Add the rest blocks of [𝑅𝑖|𝑑𝑖]

to replace corresponding blocks in [𝐴𝑖|𝑏𝑖].

We repeat this process until all variables have been eliminated. More details on the

VE algorithm are in [36].
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Chapter 8

Conclusion & Future Work

Here is the revised version of your paragraph with improved grammar and concise-

ness, while retaining the original meaning and incorporating LaTeX tags:

In this thesis, we systematically explored model predictive control, the Kalman

filter, sliding window estimation, and their interconnections, with applications to

legged locomotion. The reaction wheel MPC enabled a novel legged robot platform

to demonstrate superior stability and new locomotion behaviors. Online kinematic

calibration studies examined how locomotion-related error sources can affect Kalman

filter-based odometry accuracy and how to mitigate them. The Kalman filter is

closely connected to sliding window state estimation because they fundamentally

share the same numerical optimization problem structure. Based on sliding window

estimation, we propose a novel visual-inertial-leg odometry algorithm using a factor

graph that can achieve low-drift, long-term state estimation. We then focus on in-

troducing more sensors to the legged robot odometry sensor suite to further improve

estimation accuracy and robustness, particularly by utilizing more compact sensors

such as IMUs on the robot’s feet. We also develop the first multi-IMU visual-inertial
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odometry algorithm capable of achieving low-drift, long-term state estimation dur-

ing long-distance rough terrain locomotion. Moreover, we experimented with how

control-related parameters could affect estimation system performance, providing

guidance for legged robot controller tuning.

Following these contributions, we solve the equality-constrained LQR problem

using the factor graph, highlighting an important connection between control and

state estimation by demonstrating that the equality-constrained LQR problem can

be solved using the same numerical optimization algorithm as sliding window state

estimation.

Our design philosophy, which emphasizes mimicking human and animal shapes

without constraining ourselves to them, could guide many future robotics system

designs. We use the most compact and effective solutions to address fundamental

limitations and performance issues, even if the solutions do not resemble animal

shapes. The usage of reaction wheels and additional IMUs are good examples of this

philosophy.

The methods proposed in this thesis all come with not only mathematical for-

mulations but also open-source C++ or Matlab implementations, hosted on Github

with permanent addresses. Considerable software engineering work is done to make

sure they can be used easily by the research community. The Cerberus and Cerberus

2.0 also has Docker and ROS interfaces that allow them to be integrated into actual

robot hardware directly.

Finally, we would like to discuss some future work directions that can be built

upon the work in this thesis.
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8.1 Legged Control

As we discussed in Chapter 1.1, MPC and RL have become the two dominant meth-

ods in legged robot control. In both cases, the controller hierarchy includes an

MPC/RL-based local planner that translates high-level user commands into robot

task space commands, followed by a low-level controller that converts task space

commands into joint space commands. The success of this hierarchy on quadruped

robots is partly due to the simple structure of the robot dynamics and the excep-

tional torque control performance of direct drive motors [157]. If the robot motor

dynamics are complicated, transferring an MPC/RL algorithm from simulation to

hardware is much more difficult [62]. For legged robots and humanoid robots with

even more complex dynamics, it is not yet clear if such a hierarchy will work very

well. It is likely that tuning the low-level controller will require many classical con-

trol theory techniques to counter disturbances from the external environment and

the robot structure. Additionally, since the low-level control must run at 500Hz-

2000Hz, the frequency requirement makes it challenging for the low-level controller

to be replaced by function approximators, which typically struggle to achieve such

fast inference frequencies.

8.2 Legged Estimation

The estimation techniques discussed in this thesis provide a comprehensive introduc-

tion to model-based methods. Several sensor suite formulations are studied, which

can be readily applied to all types of legged robots. As we pointed out, improving

algorithms is usually not as effective as adding more sensors to the system. Since

multi-IMU PO performs much better than single IMU PO, a very interesting ques-
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tion naturally arises: what if we add one IMU per rigid link on the robot? From

an engineering perspective, this is not hard to achieve. On complicated legged sys-

tems such as full-size humanoid robots, this could result in 30 or more IMUs being

used. According to estimation theory, the estimation accuracy will improve until the

estimation covariance equals the sensor-level signal covariance divided by the num-

ber of sensors. However, approaching this limit while maintaining a low estimation

computation cost may be difficult. Nonetheless, it is worth exploring, and a general

multi-link-multi-sensor estimation framework may be developed.

8.3 Legged System Hardware Development

In recent years, as researchers continue to expand the capabilities of legged robots,

our attention has inevitably been drawn to humanoid robots. Although we do not

constrain ourselves to human and animal shapes, increasing evidences suggest that

moving towards a human shape could benefit robot performance. While the reaction

wheel is a compact solution that can improve a legged robot’s controllability, it

is still not very cost-effective: the wheel apparatus can only improve stability and

nothing else. A better solution could be adding arms [8], which have already been

shown to help humanoid robots balance quite well, or let the robot stands up [28].

Alternatively, researchers have also explored flat feet designs [151] for legged robots

to mitigate the controllability issues caused by point feet. Interestingly, this makes

four legs seem redundant, and humanoid robots may prove to be more cost-effective.

Nevertheless, the study of legged robots is a stepping stone toward developing more

powerful humanoids.
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8.4 Legged System Software Development

Here is the revised version of your paragraph with improved grammar and concise-

ness, while retaining the original meaning and incorporating LaTeX tags:

From a system perspective, we believe there are two areas that need more atten-

tion when developing a complete legged system.

The first is developing solvers and problem construction infrastructure that sim-

plify constructing both control and estimation problems. In a practical legged robot

system, the MPC runs in one process using OSQP [138] to solve the control problem,

while its estimator runs in another process using a Gauss-Newton gradient descent

solver. Each process includes functions that can be reused to speed up computation,

such as forward kinematics, Jacobians, and contact signal generation. If both pro-

cesses can use the same solver and a shared set of kinematic functions that cache

computation results, they will be more efficient.

The second is considering control parameter and estimation parameter selections

together in a more systematic way. In Chapter 6 we experimentally showed that cer-

tain control parameters affect estimation accuracy. A further step could be explicitly

modeling these parameters in both estimation and control problems to understand

how their variations affect the characteristics of both problems.

8.5 Data Driven Methods

Cerberus 2.0 considers most error sources in legged locomotion that can be captured

by explicit models; however, there are still unmodeled dynamics that are difficult

to capture with hand-designed models. Therefore, data-driven methods should be

pursued to further improve performance. For example, on the control side, data-
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driven methods can be used to learn the model of the robot dynamics, the cost

function of the MPC, and a terrain representation that can be converted to MPC

constraints. On the estimation side, all sensor measurement models can be learned

from data if the ground truth state is available.

Although I believe that data-driven methods will be the future of legged locomo-

tion control and estimation, numerical optimization-based methods should still play

an important role in many cases. Even with learned robot dynamics or sensor mod-

els, control or estimation problem structures are usually well captured by explicit

numerical optimization programs. This representation is powerful enough to adapt

to changes in robot dynamics, the number and types of sensors, and task details,

making it easy to develop controllers and estimators for various robotic systems and

tasks. Additionally, numerical optimization allows users to analyze the solution’s

sensitivity to problem parameters by examining the gradient or Hessian matrices at

the solution. This enables the formulation of problems with increased robustness

through proper reformulation.

Therefore, an ideal combination would be, for example, in the estimation case,

to still use the factor graph as the backbone of the estimator. Instead of manually

coding the factor functions and their Jacobians, we can use learning-based function

approximators to represent them. This approach allows the overall problem to be

understood through numerical optimization, while the function approximators com-

pensate for model mismatches.

In conclusion, as legged robot research reaches a mature stage where multiple

real-world applications are possible, various algorithmic and hardware innovations

can further improve legged robot robustness. We have discussed established standard
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approaches for legged control and estimation, and then demonstrated how adding

seemingly incremental changes to the system can result in significant improvements

in robot performance. We believe this methodology applies not only to legged robots

but also to all similar robotic systems that need to leverage multiple sensors and

interact with the external environment. This thesis serves as a stepping stone toward

a future where humans and robots live harmoniously.
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